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Motivation



Content Text:
A person walks forward and then sits down.

Text2Motion

Text2Motion primarily focuses on translating 
content text into corresponding motions without 
considering the motion style.

Text2Motion



HumanML3D dataset

The HumanML3D dataset  contains diverse motion content but limited motion styles.



Content Motion Style Motion Stylized Motion

Giving a content text and a style motion, MST aim to generate a 
stylized motion that adheres to both content and style constraints
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* MST means motion style transfer.

Motion Style Transfer



100STYLE dataset

The 100STYLE dataset contains up to 100 motion styles but 
only includes locomotion-related motion content.



Motivation

+ = Motion Content & Style

Text2Motion Model 100STYLE dataset 

Could we apply locomotion-style to the existing Text2Motion model?

Stylized Motion Generation

Motivation



Stylized Text2Motion



Giving a content text and a style motion, SMooDi can generate a 
stylized motion that adheres to both content and style constraints

Stylized Text2Motion

SMooDi

Style Motion

A person walks forward 
and then sits down.

Generated Motion



Giving a content text and a style motion, SMooDi leverages a style 
adaptor and style guidance to enable stylized motion generation.
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Stylized Text2Motion
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Style Adaptor is a trainable copy of the Transformer encoder in the 
motion diffusion model to learn to enforce the style constraints.



Stylized Text2Motion

Pseudo Code



Stylized Text2Motion

Content Text:
A person walks forward and then sits down.

Style Motion SMooDi



Stylized Text2Motion

‘A person walks
backward.’

Style Motion Content Text (a) MLD+Motion Puzzle (b) MLD+Aberman et al. (c) Ours

• The straightforward baselines involve applying motion style transfer methods to 
the motion sequences generated by the text2motion model.

• SMooDi achieves better performance both quantity and quality.



Motion Style Transfer



Stylized Text2Motion

(f) Ours(d) Motion Puzzle (e) Aberman et al.Style Motion Content Motion

Through DDIM inversion, SMooDi enables motion style transfer and achieves 
performance comparable to existing methods.



Visualize Style Guidance

+( 𝜏∇!!𝐺(𝑧"; 𝑡, 𝑠)

Text:  A person walks forward and then sits down. 

)𝜔+ 𝜔,

(a) Content Guidance (b) Adaptor-Style Guidance (c) Initial Stylized Motion (d) Refined Stylized MotionStyle Motion

Reference-Style 
Guidance



Ablation Studies



Ablation Studies

Style Motion (a) W/o 𝑳𝒑𝒓𝒊𝒐𝒓 (c) W/o Adaptor (d) W/o Ref-Guidance(b) W/o 𝑳𝒄𝒚𝒄𝒍𝒆 (e) Full model

Text: A person walks forward and then sits down. 



Failure Cases



Failure Cases

When there are conflicts between the content text and the style motion
in a specific body part, SMooDi may generate unrealistic motions.
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(a) MLD (b) Ours.Style Motion Content Text

A person swings 
a golf club.
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