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Ensuring Safe Usage: Generative Models Needs Careful Auditing

▶ Generative models are powerful tools that affect a wide range of fields, as they create
realistic content and drive innovation in various industries [1, 2].

▶ Although displaying these emergent capabilities, the misuse of the generative model can
be harmful coupled with significant ethical and social impacts [3].

▶ Thus it is urgent to regulate and audit the usage of generative models to make them more
responsible and transparent for society.

[1]. Scaling Rectified Flow Transformers for High-Resolution Image Synthesis, ICML 2024
[2]. Improving Image Generation with Better Captions
[3]. A Blueprint for Auditing Generative AI
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An Example of How We Protect the IP of A Diffusion Model
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▶ Different users are assigned with unique watermarks, which help regulate the usage of
generative models and generative content.
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Two Types of Watermarking Schemes

▶ Post-hoc watermarking after generation.
– Post-hoc watermarks have been researched for decades and are widely used to protect IP [1].

It is usually model-agnostic and fingerprints the generative content after the generation.
– While demonstrating both efficacy and robustness, it decouples with the generation process

which is more likely to be evaded in practice.
▶ Implanting watermarks during generation.

– Recent studies [2, 3] demonstrate the feasibility of fingerprinting during the generation
process. This mechanism improves efficiency by eliminating the need to process after the
generation process.

– More importantly, this strategy is hard to bypass due to the integrity of fingerprinting and
generation.

[1]. HiDDeN: Hiding Data With Deep Networks, ECCV 2018
[2]. The Stable Signature: Rooting Watermarks in Latent Diffusion Models, ICCV 2023
[3]. Tree-Ring Watermarks: Fingerprints for Diffusion Images that are Invisible and Robust, NeurIPS 2023
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Popular Strategies to Watermark Diffusion Models
▶ DWT-DCT [1]

– DWT-DCT is adopted in the official implementation of Stable Diffusion.
– While easy to implement, this watermarking strategy could be easily bypassed by simply

commenting a line of code.
▶ Stable Signature [2]

– Stable Signature fingerprints the latent decoder of latent diffusion models. Each decoder is
assigned a unique watermark and distributed to downstream users.

– This method is inefficient for a number of users since it needs customized fine-tuning which
undermines its efficiency and flexibility.

▶ Tree-Ring [3]
– Tree-Ring embeds watermarks into the initial noise by adding a predefined watermarking

pattern in the noise’s frequency space.
– This method suffers distinguishing users with different watermarks.

[1]. Digital Watermarking and Steganography
[2]. The Stable Signature: Rooting Watermarks in Latent Diffusion Models, ICCV 2023
[3]. Tree-Ring Watermarks: Fingerprints for Diffusion Images that are Invisible and Robust, NeurIPS 2023 7 / 18
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Two Critical Tasks to Evaluate Watermarks

▶ Detection: Does the image comes from our model?
– Suppose a user generate an image p conditioned by watermark wi and our task is to

determine whether p is generated from our model.
– We first extract the source watermark denoted as ws and compare it with wi. We then

calculate the number of matched bits as Mi = ws ⊙wi, if Mi is larger than a predefined
threshold, we can conclude that this image is generated from our model.

▶ Identification: Who generate this image?
– Given n users, we have n individual watermarks denoted as {w1 . . .wn}, we perform our

identification tasks by finding the user with the closest watermark with the ws. Formally, we
have:

argmax
i

Mi, i ∈ {1 . . .m}. (1)
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A High-Level Perspective on WaDiff

▶ Pre-train watermark decoder.
– We pre-train a StegaStamp decoder in this process and further freeze the watermark decoder

to guide the fine-tuning of the diffusion model.
– This process is inspired by the Stable Signature. When designing the WaDiff, we also

observe that fine-tuning the diffusion model with a pre-trained watermark decoder is more
effective than jointly updating the decoder and the diffusion model.

▶ Embed watermarks.
– To fingerprint the generative content, we reverse the noisy latent vector to the initial latent

vector at each step and add watermarks to it.
▶ Preserve image consistency.

– To further enhance the stealthiness of WaDiff across different users, we regularize the visual
appearance of distinct watermarked images to be similar.
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How to Fine-tune the Diffusion Model

▶ Fine-tuning the whole model may significantly affect the generative quality.
– During the fine-tuning process, instead of updating the whole model, we observe that

fine-tuning the first layer is sufficient to embed watermarks.
– On the contrary, when fine-tuning the whole architecture, we observe an undermined

generative performance after a few tuning epochs.
▶ Add a null watermark when time steps are large.

– Since the quality of reversed images is low when the time steps are large, we add a null
watermark to these stages. The null watermark will never be used when generating images
during practical usage.
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Overview of WaDiff
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Identification Performance against up to One Million Users
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Robustness Analysis
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Examples of Watermarked Images (COCO)
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Examples of Watermarked Images (ImageNet)

18 / 18


	Introduction: Protect Against IP Infringement in the Era of Generative Models
	Background: Fingerprinting in Diffusion Models
	Problem Setting: Detection and Identification
	Methodology: Watermark-conditioned Diffusion Model
	Experimental Results

