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Introduction
Ø Task: Visual Entity Recognition

• Input: an image and a query question

• Output: a Wikipedia entity from a pre-defined set



Introduction
Ø How it differs with Visual Question Answering?

• Answers grounded to Wikipedia Entities.

What is the model 
of this aircraft?



Introduction
Ø How it differs with Visual Question Answering?

• Answers grounded to Wikipedia Entities.

• Fine-grained Recognition Capability Required.

Boeing	717 Douglas	DC-8 Boeing	777 Airbus	A320 Boeing	767
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Prior Approach: Similarity Search
Ø Similarity search: cross-modal retrieval

ØProblem: hard to reason about spatial relations



Prior Approach: Multimodal LLM
Ø Multimodal LLM: LLM with Visual Instruction Tuning

ØProblem 1: sometimes hallucinates a lot

ØProblem 2: natural language response grounding to Wikipedia entities are not trivial

Which category of bird is 
shown in the image?

The bird in the image is likely to be an
Australasian darter…



Our Approach
Ø Can we take advantage of both similarity search and MLLM inherent

reasoning ability?

ØYes!

Ø We can use similarity search to do a coarse retrieval, narrowing down the
candidates.

Ø Then ask an Multimodal LLM to further ”re-ranking” the candidates.
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Quantitative Results
Ø We trained AutoVER 7B & 13B on 2.5M+ image-query pairs from OVEN-

Train dataset and tested the model on val and test splits.

Ø It demonstrates a consistent improvement in all data splits and subsets.

Øwith the exception for falling short of zero-shot GPT-4V on Query Unseen Split.



Qualitative Results
Ø We visualize some retrieved entity candidates and the decision made by

MLLM.

Ø The model adeptly captures slight variations in the query text and 
retrieves entirely different entity candidates.



Ablation Study
Ø Ablation experiments on a subset of training data shows that:

Ø Retrieve-then-Generate paradigm heavily boost the performance on
UNSEEN split of test dataset.

Ø With constrained decoding design, AutoVER suffers fewer hallucination
brought by ungrounded response.


