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What is Compositionality?

• Recognizing the effect of word swaps and replacements on 

sentence meaning

    … in the context of an image

• a.k.a. Fine-grained Vision-Language Understanding

“The meaning of the whole is a function of the meaning of its parts.”

Vision-Language



Background

Winoground: Probing Vision and Language Models for Visio-Linguistic Compositionality

Thrush et al, CVPR 2022
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Background

When and Why VL Models Behave like Bags-of-Words, and What to Do about it

Yuksekgonul et al, ICLR 2023

Finetune
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But…
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So…

Goal: Teach models to understand 

 how word order / word replacements

 impact meaning

that

change , always

Which isn’t true (and isn’t compositionality)



We introduce Hard Positives

Hard Negative: semantics-altering change to the original caption

Hard Positive: semantics-retaining change to the original caption
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Captions CLIP Hard Negative 
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Hard Positive Benchmarks



Evaluation

Up to 39% drop in 
reported performance!



Findings  

• Models are oversensitive, and hard negative finetuning makes 

them even more so 

• → HNFT doesn’t help models understand when perturbations matter 

• Oversensitivity transfers across perturbation types

• HNFT lowers scores of the original captions too

• → hurts use cases like caption evaluation 



Improving model performance

• Programmatically generate hard positives from COCO

• Finetune CLIP on hard negatives and hard positives



Improving model performance



Findings

• Adding hard positives to finetuning improves model 

performance 

• Performance on standard benchmarks  ✓

• Oversensitivity transfers across perturbations, but improved 
invariance does not 

Check the paper for further experiments targeting different variants of CLIP, 
and changing the ratio between hard positives and hard negatives!



Thank you!

Hard Positives: an 
important new aspect 
of VL compositionality

VL models aren’t 
compositional, and 

hard-negative finetuning 
makes them oversensitive

Our new model 
performs well on both 

hard negatives and 
hard positives!


