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Introduction

Federated Learning (FL)

Collaboratively learn and aggregate 

knowledge from data that has been 

collected by, and resides on, a number 

of remote devices or servers.

Multi-modal Federated 
Learning (MFL)

A photo of 

a cute cat …

Each client contains various types and 

numbers of modalities of data, making 

it challenging because of the inter-

modal interactions during the MFL 

training.
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Introduction

Observation:

The effectiveness of traditional client selection methods diminishes when 
dealing with clients with multi-modal data as the inter-modal interactions 
during MFL training are neglected.

Modality Imbalance
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Introduction

Can we design a new selection scheme in MFL that can overcome the modal 
bias and exploit each modality comprehensively?
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Method-BMSFed

1. Local Imbalance Alleviation

Leverage class prototypes to calibrate the gradient directions to avoid the 
inter-modal interference, addressing the inadequate information exploitation 
on the local side.

𝐹𝑘 𝑣𝐴, 𝑣𝐼 = ൝
ℒ𝐶𝐸
𝑘 𝑣𝐴, 𝑣𝐼 + 𝛾𝑘ℒ𝑀𝐸

𝑘 𝑣𝐴 𝜌𝐼
𝑘 ≤ 1

ℒ𝐶𝐸
𝑘 𝑣𝐴, 𝑣𝐼 + 𝛽𝑘ℒ𝑀𝐸

𝑘 𝑣𝐼 𝜌𝐼
𝑘 > 1

Modal Enhancement (ME) Loss

ℒ𝑀𝐸
𝑘 𝑣𝐴 = 𝔼(𝑥𝑖

𝐴,𝑦)∈𝒟𝑘
log[

exp(−𝑑(𝑧𝑖
𝐴, 𝑐𝑦

𝐺𝐴)

σ𝑗=1
𝑌 exp(−𝑑(𝑧𝑖

𝐴, 𝑐𝑗
𝐺𝐴)

]

where 𝜌𝐼
𝑘 is the imbalance ratio
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Method-BMSFed

2. Balanced Modality Selection

Assume modality 𝐼 is weak, local loss for multi-modal and uni-modal clients is:

Diverse client selection via submodularity：
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Method-BMSFed

Since modality 𝐼 is weak here, we omit the uni-A clients as the multi-modal
gradient is dominated by modality A

Gradient decoupling



Yunfeng Fan BMSFed-ECCV 2024 2024/9/4 12

Method-BMSFed

Solve the two submodular functions with the stochastic greedy algorithm

➢ The type of selected client according to 𝐺(𝑆𝑀 ∪ 𝑆𝐼) should be specified;

➢ The separated selection strategy pays less attention to the global modal bias

Conflict Resolution Strategy
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Results
1. Performance Comparison to SOTA Baselines 2. Uni-modal Performance Comparison
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Thanks for your attention!
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