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Out-Of-Distribution Detection

Out-Of-Distribution(OOD) inputs: samples from an unknown distribution that 

the network has not been exposed to during training phase 



Out-Of-Distribution Detection

Representation Learning Method: learning discriminative feature 

representation between IDs and OODs.



Information Theory 

➢Information Bottleneck Theory:

➢ Illustration: information relationship between 

inputs, features, classification and OOD 

detection. 



Our Propositions

ID classification training formulation can lead to:

Over-confidence on Known Classes (Proposition 1) 

Compression of Detection-relevant Information (Proposition 2) 



OER Learning Method
➢ Training Procedure:

➢ Inference Procedure:



Experiments

 Main Results  Ablation of Regularization Losses



Visualizations
 T-SNE Visualization of Feature Distribution 

 Visualization of OOD Score Distribution

OER Enhances the Separability between IDs and OODs. 



Conclusion

➢ ID classification formulation can lead to over-confidence and undesired 
compression of OOD detection-relevant information.

➢ OER could decrease model’s confidence based on temperature coefficient 
tuning, and increase the mutual information between feature representation 
and potential OODs. 

➢ OER could effectively enhance OOD detection without compromising ID 
classification accuracy.
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