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Federated Incremental Learning



Background: Federated Learning

Parameter  
server

...

FedAvg: Global model is obtained by computing the 
average of parameters of multiple local models



Background: Incremental Learning

• Class-Incremental Learning

𝑃(𝑌!) ≠ 𝑃(𝑌")
• Domain-Incremental Learning

𝑃(𝑋!) ≠ 𝑃(𝑋")
• Task-Incremental Learning

𝑃(𝑌!) ≠ 𝑃(𝑌"), 𝑃 𝑋! ≠ 𝑃 𝑋" , |𝑌!| ≠ |𝑌"|

Illustration of Continual Learning/Incremental Learning/Lifelong Learning Three Typical Scenarios



Federated Domain-Incremental learning (FDIL)

u Domain Shift: existing FIL methods only focus on the label information in class-incremental tasks. 
Ø fail to work with domain shifts between incremental tasks.

u Catastrophic Forgetting: clients are difficult to learn new data while retaining previous information.
Ø especially when data is non-identically and independently distributed (Non-IID) across clients.

Motivations



• How to discern the similar knowledge between domain-incremental tasks?
• How to transfer the shared knowledge?

Methodology: pFedDIL

Step 3. Knowledge Migration

Step 2. Strategy Selection

Step 1. Knowledge Matching 
Intensity



Test Accuracy & Ablation Study

Experiments - Performance Overview

Datasets: Digit10、Office31、DomainNet

Baselines：FedAvg、FedProx、FedCIL、DANN+FL、Source-Only、Sharing



Parameter Sensitivity & Communication Efficiency

a smaller 𝜶	indicates higher 
data heterogeneity

Experiments - Performance Overview



Conclusions

In this paper, we seek to tackle the catastrophic forgetting in the FDIL scenario. 

We propose a personalized federated domain-incremental learning approach based on adaptive knowledge 
matching, named pFedDIL. We leverage the auxiliary classifier to calculate the knowledge-matching 
intensity for the incremental task-learning strategy selection and knowledge migration. Furthermore, we 
propose sharing partial parameters between the target classification model and the auxiliary classifier to 
condense model parameters. 

Our extensive experiments across various settings and baselines validate the effectiveness of pFedDIL, 
making it a robust solution for federated domain-incremental learning.
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