
H-V2X: A Large Scale Highway Dataset for BEV Perception

Chang Liu,  Mingxu Zhu,  Cong Ma,  Kuifeng Su 
AD-Lab Tencent



Background

• Safety Concerns in transportation.


• Vehicle intelligence penetration rate is low.


• Ability of intelligent driving is of concern:


• Abilities of driving vary.


• Obstructed sensor views.


• Sudden appearances of pedestrians.

V2X ( Vehicle to Everything ), an emerging research direction solving above issues by 
introducing the ability of roadside perception and communication.



Dataset — Overview
• We introduce H-V2X, 

1. Gound truths are constructed in BEV space across multiple time and space aligned sensors, making end-to-end BEV 
learning possible. 

2. Original sensor data, along with ground truths constructed by algorithms and human labor are provided, over 1.94M samples.

3. Three tasks with benchmarks, i.e., BEV detection, BEV tracking, and trajectory prediction are proposed.



Dataset — Comparison

• Compared to previous roadside perception datasets, H-V2X demonstrates competitive 
statistics across multiple aspects.



Dataset — Setups
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• Sensors are mounted on masts on the highway, around 12meters high.

• Both side of the highway are covered using long-range cameras, short-range cameras and 

fisheye camera.

• Each mast is equipped with one MEC (Mobile Edge Computer) to collect sensor data.



Dataset — Sensors & Topology
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Dataset — Ground Truth Generation

Camera

Raw Frames

2D Detection

&Tracking

2D to 3D

Projection

Converted

HDMap

Automated

Calibration

BEV Space

Object Matching

Trajectory

Post Processing

Generated

Ground Truth

• Vector map and cameras are calibrated using autmoated calibration algorithms and 
human adjustments.


• BEV ground truths are generated using below pipeline and with human verification.
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Benchmarks — BEVDetection

• We propose H-BEV (Highway BEV) model, a BEV detection neural net incorporating fisheye 
camera and vector map. The model is built on BEVDet, learns depth distribution and construct 
frustum point cloud, illustrated in Fig. 6. To create the projection coordinates of each camera’s 
pixel points in the BEV perspective, we used 3D lane information for interpolation. We 
generated the frustum point cloud for each camera through a table lookup and added a 
attribute branch to predict vehicle attribute information.



Benchmarks — BEVTracking
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BEV Detection

• We present a tracking-by-detection MOT algorithm as the baseline approach. We utilize BEV 
detection results from multiple cameras to trace the trajectory of each object within the 
perception region. We adapt a variant of the SORT algorithm to establish associations between 
objects across successive frames. This leads to the assignment of consistent IDs to individual 
objects, resulting in continuous object trajectories.



Benchmarks — Trajectory Prediction
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• We propose HD-GAN, a network that uses global map information to extract the global 
positional feature of an object. The HDMap Layer takes in lane information and calculates the 
object's global position via interpolation, normalizing it to [0,1] in the HDMap Normalization 
Layer. The HDMap Encoder Layer encodes the object's global map positional features, which 
are then combined with the local positional features of the observed trajectory.



Thank You !


