
SCPNet: Unsupervised Cross-modal Homography 

Estimation via Intra-modal Self-supervised Learning

Runmin Zhang*, Jun Ma*, Si-Yuan Cao*†, Lun Luo, 

Beinan Yu, Shu-Jie Chen, Junwei Li, and Hui-Liang Shen

https://github.com/RM-Zhang/SCPNet

https://github.com/RM-Zhang/SCPNet


Background

Homography

Estimation

Network

𝐇AB

𝐈A

𝐈B

Previous supervised approaches

𝐇AB,GT

direct homography supervision



Background

Homography

Estimation

Network

𝐇AB

𝐈A

𝐈B

Unsupervised situation

𝐇AB,GT

No ground-truth for supervision



Background

Recent unsupervised approaches
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Motivation

Our intra-modal self-supervised learning
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➢ Inspired by multitask learning, we

introduce highly related tasks that

provide direct supervision through

intra-modal homography simulation.

➢ Training network to learn two-branch

intra-modal homography.



Pilot experiments and finding

The cross-modal homography estimation

can be indirectly facilitated by training the

weight-shared network using the simulated

transform within the two modalities.

Motivation



SCPNet: Overall Framework



Correlation-based Homography Estimation Network
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➢ More clear network constraint

➢ Stronger knowledge 

generalization ability



Consistent Feature Map Projector
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➢ Consistent latent space projection

➢ Valid cross-modal supervision



Training/Inference Framework

Intra-modal self-supervised loss:

supervise the homography matrix by the

offsets of four corner points.

Cross-modal intensity-based loss:

supervise the content similarity of consistent

feature maps.



Experiments

Ablation on GoogleMap dataset



Experiments

Feature map visualization

Concatenation Correlation

The correlation visibly facilitates the consistent feature map generation by the 

direct constraint of inner product.



Experiments

Quantitative results on cross-modal datasets



Experiments

Quantitative results on cross-spectral datasets



Experiments

Qualitative results



Conclusions

➢ We propose SCPNet, a novel unsupervised cross-modal homography estimation

framework, which combines three key components.

➢ We devise the intra-modal Self-supervised learning to support the unsupervised learning

framework, which mines the two-branch self-supervised information via applying

simulated homography within the two modalities.

➢ We combine the Correlation and consistent feature map Projection to form a powerful

unsupervised learning network architecture of SCPNet.

➢ SCPNet ranks top in the unsupervised homography estimation on cross-modal/spectral

and manually-made inconsistent data under large offsets.



Thanks for watching！
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