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Why uncertainty for bounding boxes?
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https://developer.nvidia.com/blog/deploying-a-scalable-object-detection-
pipeline-the-inferencing-process-part-2/
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Conformal prediction
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Statistical framework for uncertainty quantification via prediction sets or intervals.

1. Data splitting 2. Train predictor 3. Calibrate predictor 4. Test prediction intervals

Images from Zaffran, Margaux, et al. Adaptive conformal predictions for time series. ICML, 2022.
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Statistical framework for uncertainty quantification via prediction sets or intervals.

3. Calibrate predictor 4. Test prediction intervals

Images from Zaffran, Margaux, et al. Adaptive conformal predictions for time series. ICML, 2022.

Coverage guarantee (Vovk, 2005)

“On average, the conformal prediction interval contains the true test point
with user-defined probability (1−α)”
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Application to object detection
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Data
Image: Xi
Object bounding box: Yi = (c1,c2,c3,c4, ℓ)i
One image−→multiple objects and classes

Our coverage guarantee for bounding boxes

“On average per object class, the conformal bounding box interval covers
the object’s true bounding box with user-defined probability (1−α)”
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Protecting against misclassification
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Challenge: The object’s class label prediction also exhibits uncertainty, which we
want to incorporate when constructing the bounding box intervals.

Solution: First quantify predictive uncertainty in class labels with conformal
prediction (again), resulting in a two-step conformal approach robust to object
misclassification.

Pass test image through predictor. Step 1: Get conformal label set. Step 2: Use Step 1 to build
conformal bounding box interval.
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Results: visual

M I L A N O

2 0 2 4

VERSIONE POSITIVA

Bounding box intervals are tight and scale adaptively with class instances.

On Cityscapes test image for class ‘person’.
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Results: visual
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More visuals for classes on COCO, Cityscapes and BDD100k.
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Results: coverage
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Check: Is the coverage guarantee of (1− α) = 90% satisfied?
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Results: coverage
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Yes, guarantees hold per class on all datasets.

Empirical coverage vs. target coverage (1− α) = 0.9 for BDD100k.
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Results: model comparison
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Check: Are the guarantees model-agnostic?
Yes, guarantees hold across different ‘black-box’ pretrained object detectors.
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Conclusion
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If your point estimates are alone and in need of reliable uncertainty intervals,
consider conformal prediction – model-agnostic, distribution-free and efficient.

COCO-val image #522
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Thanks for your attention!
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To learn more:

Visit our poster in the next session (Poster session #1, Tue 10:30 - 12:30)

Take a look at our paper on arXiv Catch me for a chat🙂

https://alextimans.github.io/
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The conformal recipe

M I L A N O

2 0 2 4

VERSIONE POSITIVA

Given:
• a prediction model f̂ fitted on some training datasetDtrain
• an unseen calibration dataset {(Xi, Yi)}ni=1 and an unseen test sample
(Xn+1, Yn+1)

• a scoring function s : X × Y → R and resulting scores si = s(Xi, Yi), i = 1, . . . , n
• a conformal quantile q̂ defined as the

⌈
(n+1)(1−α)

n

⌉
quantile of s1, . . . , sn

• a desired coverage rate (1− α) ∈ [0, 1]
• a prediction set for X defined as Ĉ(X) = {y ∈ Y : s(X, y) ≤ q̂}

Marginal coverage guarantee

Assuming the samples {(Xi, Yi)}n+1
i=1 are exchangeable, we have that

P(Yn+1 ∈ Ĉ(Xn+1)) ≥ 1− α.
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Proof (simplified notation)
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• Without loss of generality assume sorted scores s1 < · · · < sn
• By exchangeability of {(Xi, Yi)}n+1

i=1 we observe that for any choice of
k ∈ {1, . . . , n} we have P(sn+1 ≤ sk) = k

n+1

• Then, it follows:

P(Yn+1 ∈ Ĉ(Xn+1)) = P(sn+1 ≤ q̂)

= P(sn+1 ≤ s⌈(n+1)(1−α)⌉)

=

⌈
(n+ 1)(1− α)

n+ 1

⌉
≥ (n+ 1)(1− α)

n+ 1
= 1− α.
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Coverage distribution conformal label sets Coverage distribution conformal box intervals
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