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Introduction
End-to-end Autonomous Driving



Problem setting｜Autonomous Driving (AD) Tasks

Perception Prediction Planning

Bounding
boxes

Waypoints Trajectory

What are around? How will they go 
in the future?

Where should I go?

Challenge | Various weathers, 
illuminations, and scenarios



- Closed-loop evaluation only available 
in simulator / onboard test

- Lack of real-world data

- Hard to interpret / XAI

Motivation | Why End-to-end (E2E) Autonomous Driving?

Disadvantages

Credit to Dr. Yue Cao @ Zhihu

Performance

Time/Readiness

We are here!

E2E Approach

Human Expert

Non E2E System

E2E vs Non-E2E

https://leaderboard.carla.org/ 

Credit to Andreas 
Geiger @ CVPR 
Workshop 2023

https://leaderboard.carla.org/


Trending｜End-to-end AD (E2EAD)

E2E Vehicle

Industry

E2E Robot

No hard-code. 
Completely learning on its own. 
End-to-end, video to neural network to controls. 
Don’t need map data at all, only coordinates! 
No cellular connection needed.

CNBC Report｜Discussion Thread on Zhihu｜Live Stream

● Probably e2e as a backup module

● Massive high-quality data prevail

● Mapless is promising and feasible

My Opinion

https://www.cnbc.com/2023/09/09/ai-for-cars-walter-isaacson-biography-of-elon-musk-excerpt.html?__source=iosappshare%7Corg.whispersystems.signal.shareextension
https://www.zhihu.com/question/619544346
https://twitter.com/i/broadcasts/1djxXlVLaLOxZ


Application｜End-to-end Autonomous Driving

● Tesla website

● Mobileye  at CES 2024

● Wayve website

● DeepRoute (元戎启行) at GTC 2024

● Mi (小米) Automobile Technological Event  
2024

Industry



Application｜End-to-end Autonomous Driving



Roadmap | End-to-end Autonomous Driving

● Carla leaderboard gets much improved over the years. With new mapping / 
routes (Carla v2) and nuPlan benchmark, this field got so much to do.

● RL method is prevalent in the beginning (since it’s natural)

● Input modality and more advanced structure boosts the performance

Summary (1/2)
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Roadmap | End-to-end Autonomous Driving

● The First Neural Net based method dates back to 2016 using Imitation Learning

● Learned policy from Experts (IL), with data augmentation, could prevail in performance 

● Interpretability, with explicit design in the network stands out recently

● End-to-end design comes to obsess many merits in previous attempt

Summary (2/2)
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Analogy to General Domains in 

Domain Method Abbreviation Institute  / Time Data Scale Public?

NLP
(LLM)

GPT-4 OpenAI  / 2023.3 13T  tokens ❌

LLaMA 2 Meta / 2023.7 2T tokens ✅

Vision ViT-22B Google / 2023.2 4B images ❌

Vision Language
(LLM backend) BLIP-2

Salesforce /
2023.1

129M images-text pairs ✅

Autonomous Driving

DriveAGI (GenAD)
OpenDriveLab / 
2023.11

2000 h videos (public) ✅

GAIA-1 Wayve / 2023.6 4700 h videos ❌

World Model
Demo 

Tesla / 2023.6 Unknown (Large-scale) ❌

Robotics
(LLM backend)

PaLM-E Google / 2023.3 Unknown (Large-scale) ❌

RT-2 DeepMind / 2023.7
1B img-text pairs / 13 
robots / 17 months

❌

Industrial 
Large 

Models
(Application)

General 
Large 

Models

CV/NLP/Robotics

If taken seriously for AD: lots of compute (at least 200 A100s) + 
massive amount of data (at least 10k hours of diverse, high-quality data)

nuScenes: 4.5h



2019

HAD — human-to-vehicle driving 
advice, highlighting key objects.

Planning

Explainable Driving 
Behavior

BDD-X — one-sentence 
explanation of driving 
behavior. 

2022 2023
Prediction Full-stack

Trending in E2EAD｜Driving + Language



2019

HAD — human-to-vehicle driving 
advice, highlighting key objects.

Planning

Explainable Driving 
Behavior

2022

DRAMA — caption about important objects 
and future decision.

2023

DriveLM — perception-prediction-
planning driving description with 
graph VQA.

Prediction Full-stack

Rank2Tell —  reasoning for the rank of 
objects’ importance level.

LINGO-1 — commentary for explaining 
driving behaviours.

Talk2Car — a description of how to reach the 
goal point from current position.

Trending in E2EAD｜Driving 
+ Language

For now, language into driving is marginal (trivial).
Serves only as a “commentator”. We haven’t verified (or seen) the effectiveness.

BDD-X — one-sentence 
explanation of driving 
behavior. 



Insight｜VLM in Robotics / Embodied AI

● How vision-language models trained on Internet-scale data can 

be incorporated directly into end-to-end robotic control

● Goal: to boost generalization and enable emergent semantic 

reasoning

● Robotic tasks naturally fits into language at dissecting 
tasks step by step using language (prompt). 

● Is it the right way to open the language tool box as does 
in Robotics for Autonomous Driving?

Key ingredient(s): huge amount of data (not public) + 
language prompt to dissect tasks 



Grand Challenge 2024



CVPR 2023 AD Challenge - Recap
https://opendrivelab.com/AD23Challenge.html

Competing TeamsOverview

> 2.3k
Submissions

> 15
Contries / Regions

> 68k
Website / Social 

Media Views

32

Waymo
2023 Ours

110

19

AV2
2023

Submissions

Apollo
2022

Carla
2020

34
36

72

Huawei
2022

Teams 277

~20
~40

OursAV2
2022

BDD / 
Berkeley

2022

InternationalizationTracks

Attention from All Sides

https://opendrivelab.com/AD23Challenge.html


CVPR 2024 Autonomous Grand Challenge

2024.06
Workshop @ Seattle
Competition ends
Announcement of winning 
teams

Contest tracks open for 
comments

2024.03

Challenge Starts
Dataset / Evaluation Metrics 
Public

Timeline

2023.12

2024.02

Track Announcement

Seven Brand-new Tracks

https://opendrivelab.com/challenge2024/

Mapless Driving

Driving with Language

CARLA AD Challenge

Multi-View 3D Visual Grounding

Occupancy and Flow

Predictive World Model

End-to-End Driving at Scale

Cooperation from All Sides

120,000 USD Bonus!

https://opendrivelab.com/challenge2024/


ELM: Embodied Understanding of 
Driving Scenarios



Embodied Understanding

Credits: 
https://github.com/OpenDriveLab/EL
M, 
https://arxiv.org/abs/2403.04593

https://github.com/OpenDriveLab/ELM


Introduction



ELM - Introduction

Embodied Understanding

Interacting with environments & 
reasoning via common sense

Credits: 
Google DeepMind, RT-2, RT-X, 
PaLM-E

This makes transfer of internet scale knowledge to 
robots more direct, and may provide a more scalable 
class of approaches in the future.

“

”



ELM - Introduction

Embodied Understanding

Interacting with environments & 
reasoning via common sense

Credits: DriveLM; Open-sourced Data 
Ecosystem in Autonomous Driving

Vision Language Models

Only focus on 2D domain, i.e.,  
description



ELM - Introduction

Embodied Understanding

Interacting with environments & 
reasoning via common sense

Vision Language Models

Only focus on 2D domain, i.e.,  
description

Embodied Language Model

- Task: embodied understanding of driving 
scenarios.

- Capabilities: description, localization, 
memorization, forecasting.

- Model: ELM with long-horizon space and time.

- Benchmark: A spectrum of tasks in an 
embodiment setting.

Expanding vanilla VLMs to 
driving scenes



ELM - Introduction

Embodied Understanding

Interacting with environments & 
reasoning via common sense

Vision Language Models

Only focus on 2D domain, i.e.,  
description

Embodied Language Model

- Task: embodied understanding of driving scenarios.

- Capabilities: description, localization, memorization, 
forecasting.

- Model: ELM with long-horizon space and time.

- Benchmark: A spectrum of tasks in an embodiment setting.

Expanding Vanilla VLMs to 
Driving Scenes



Embodied Understanding At A Glance

We expand a wide spectrum of new tasks to fully leverage large language models in an embodiment setting



ELM - The Big Picture

Pre-training DriveCore

Universal Foundation Model 
for autonomous driving

How to formulate? 
What’s the objective goal?

Space and time?

Benchmark

Autonomous Driving

(nuScenes)

Robotics (Ego4D)

Data-centric Pipeline

Data Collection

Data Generation

Partial photo by courtesy of online resources.



Embodied Understanding Pipeline



Embodied Understanding Data Collecting

Data Status

D
is

ca
rd

ed



Embodied Understanding Annotation - Quality check

Examples of Description Labels



Embodied Understanding Time-Aware Token Selection

Examples of Selection
- Utilize text prompts as guidance to select tokens wisely.

- Alignment among text, timestamps, and videos.



Experiments



Embodied Understanding

End-to-end Planning
- Performing tasks for embodied understanding .

Benchmark



Embodied Understanding Benchmark



Embodied Understanding Benchmark



Embodied Understanding Experiments

OOD Evaluation



Embodied Understanding Experiments



Embodied Understanding

Efficiency Constraints

Inheriting the drawbacks of 
LLMs, ELM suffers from long 
inference time, which may 
impact practical 
implementation.

Closed-loop Planning

ELM is evaluated under an 
open-loop scheme, while 
closed-loop planning is 
necessary to see if it can 
handle corner cases.

Driving-specific Inputs

ELM cannot handle common 
setting such as LiDAR or 
multi-view images as input, 
limiting its information 
source.

Limitations



One-page Takeaway

- End-to-end Autonomous Driving

- Challenge: Generalization & Explainability

- Recent trend: use vision language model to embed “world knowledge” to solve the challenges.

- ELM: Embodied Understanding of Driving Scenarios

- Revive driving scene understanding by delving into embodied settings, along with capacities, 
tasks, and rubrics.

- Expand vanilla VLMs to process long horizon space and time (open-world data & module design).



END


