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Ψ Introduction

Real-world scene understanding

• Recognizing object presences

• Determining their positions

• Identifying their states

• Understanding their relationships

• Extracting spatial scene layouts

• Grasping non-object notions

From Cognitive Science to Machine Learning,
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From Rich CV Models



Ψ Proposed Method

• Panoptic Segmentation (Mask2Former, CVPR 2022, Meta) Swin-B/4 106M

• Scene Graph Generation (Panoptic SGG, ECCV 2022, Nanyang Tech) ResNet-50 44M

• OCR (PaddleOCRv2, performant open-source OCR) 14M (Chinese & Englinsh, Rotated Text O)

External CV Models

• Open-World Object Detection (OWLv2, NeurIPS 2023, Google) CLIP-B/16 154M (We use ADE20K-847+ImageNet)

What do we propose?

Compressor: Compressing Auxiliary Visual Information from external CV models

Mixer: Blending Aux with Visual and Language Features in Multimoal LM (MLM)



Ψ Proposed Method

MoAI: Mixture of All Intelligence 

for Large Language and Vision Model



Ψ Proposed Method



Ψ Proposed Method



Ψ Proposed Method



Ψ Experiments



Ψ Experiments



Ψ Experiments



Ψ Experiments



Ψ Experiments



Ψ Experiments



Ψ Discussion and Limitation



ΨThank you


