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I Introduction

Background: unsupervised skeleton-based action recognition

- Skeletons represent human joints using 3D coordinate locations

Pose Estimatior
- Supervised learning - self-supervised learning
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Challenges: gaps between generative models and contrastive learning

- Generative models preserve too much appearance information
- Contrastive learning result in a significant detail information loss

Self-Conditional Generative Models as Maximum Entropy Coding
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B Method

ldempotent Generative Models as Spectral Contrastive Learning

- ldempotent loss & Spectral contrastive learning
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- ldempotent Diffusion Generation Model

Idempotence Loss
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Augmentation

Diffusion Sampling
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- Nolise prediction loss
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- Feature idempotency constraint
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Evaluation and comparison
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Contrastive Learning:
3s-AimCLR [11] GCN 83.4 77.8 66.7 67.9
3s-CPM |[64] GCN 84.9 78.7 69.6 68.7
3s-CMD [29] GRU 90.9 84.1 76.1 74.7
GL-Transformer [18] Transformer 33.8 76.3 68.7 66.0
3s-ActCLR [21] GCN 88.8 84.3 75.7 74.3
Generative Learning:
3s-Colorization [61] DGCNN 87.2 79.1 70.8 69.2
SkeletonMAE [58] GCN 7.7 74.8 73.5 72.5
MAMP [28] Transformer 89.1 84.9 79.1 78.6
Contrative Learning & Generative Learning:
CRRL [53] GRU 73.8 67.6 57.0 56.2
PCM? [65] GRU 90.4 83.9 77.5 76.3
IGM (Ours) Transformer 91.2 86.2 81.4 80.0

Ablation Study

- Visualization of ground truth data and generated data
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- Visualization of features RHAE  project Websie
t-SNE Visualization of Ground Truth and Generated Features For more resources and COdeS
! . O https://langlandslin.github.io/projects/IGM/

Team Website

Interested in our team STRUCT? Navigate to: ! -
http://struct.wict.pku.edu.cn

If you have any questions, please contact: linlilang@pku.edu.cn
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