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Introduction

Background: unsupervised skeleton-based action recognition

- Skeletons represent human joints using 3D coordinate locations

- Supervised learning → self-supervised learning

Challenges: gaps between generative models and contrastive learning

- Generative models preserve too much appearance information

- Contrastive learning result in a significant detail information loss

Self-Conditional Generative Models as Maximum Entropy Coding

Method

Idempotent Generative Models as Spectral Contrastive Learning

- Idempotent loss & Spectral contrastive learning

- Idempotent Diffusion Generation Model

- Noise prediction loss

- Feature idempotency constraint

Experiments

Evaluation and comparison

Ablation Study

- Visualization of ground truth data and generated data

- Visualization of features

Motion Capture System Microsoft Kinect Pose Estimation

Action label: Fall

Pretext Tasks 

Self-Supervised Pretrain

Action label: Fall 

Supervised Finetune 

No Label

◼ Supervised learning

◼ Self-supervised learning

Project Website

For more resources and codes:

https://langlandslin.github.io/projects/IGM/

Team Website

Interested in our team STRUCT? Navigate to:

http://struct.wict.pku.edu.cn

If you have any questions, please contact: linlilang@pku.edu.cn
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