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Motivation

• Learning to infer labels in an open world, i.e., in an environment 
where the target ``labels'' are unknown, is an important characteristic 
for achieving autonomy. 

• Foundation models like CLIP have shown remarkable generalization 
skills through prompting, particularly in zero-shot inference. 

• However, their performance is restricted to the correctness of the 
target label's search space. 

• In an open world, this target search space can be unknown or 
exceptionally large and can restrict their performance.



What is an open world?

• We define an activity as a complex structure whose semantics are 
expressed by a combination of actions (verbs) and objects (nouns). 

• Semantics can be learned in different settings:
• Supervised learning: closed world. There is a 1:1 mapping between training-time and 

test-time semantics. 
• Labels of samples in the test set are always seen in the training set.

• Zero-shot learning: known world. There is an overlapping mapping between training 
and test set.
• Labels of samples in test set are known but not always seen during training.

• Open-world learning: open world. Semantics of labels unknown during both train- 
and test-times.
• Elementary concept labels (objects, verbs/actions) are known without any corresponding 

examples. Goal is to learn to associate them during training and inference.



Intuition

• Locating and recognizing objects in egocentric videos can provide context 
for recognizing actions through affordance-based reasoning.
• Knowing the object restricts the actions that can be performed on them.

• Our approach is inspired by philosophical theories of knowledge, which 
hypothesize that each object is defined as such because of its affordance 
(actions permitted on it), which is constrained based on its “essence” or 
functionality. 

• For example, a chair is part of a larger concept space called furniture whose 
purpose is constrained to a set of actions such as sitting and standing.

• We take an object affordance-based approach to activity inference, 
constraining the activity label (verb+noun) to those that conform to 
affordances defined in prior knowledge. 



Framework



Step 1: Object Grounding

• The first step in our framework is to assess the plausibility of each 
object concept by grounding them in the input video.

• We propose a neuro-symbolic evidence-based object grounding 
mechanism to compute the likelihood of an object in a given frame.

• For each object generator in the search space, we first compute a set 
of compositional ungrounded generators by constructing an ego-
graph of each object label from ConceptNet.



Step 1: Object Grounding

• For each object generator in the 
search space, we first compute 
a set of compositional 
ungrounded generators  to 
assess its probability.



Step 2: Object-driven Activity 
Discovery

• We first construct an action-object affinity function that provides a 
prior probability for the validity of an activity. 

• The probability of each action-object combination is computed by 
taking a weighted sum of the edge weights along each path (direct 
and indirect) that connects them in ConceptNet.

• An exponential decay function is applied to each term to avoid 
generating excessively long paths that can introduce noise into the 
reasoning process. 



Step 2: Object-driven Activity 
Discovery

• To reason over the different activity combinations, we assign an 
energy term to each activity label, represented as a configuration.

• Each activity interpretation is a configuration composed of a 
grounded object generator (𝑔𝑖

𝑜), its associated ungrounded evidence 
generators (𝑔𝑗

𝑜), an action generator (𝑔𝑘
𝑎) and ungrounded generators 

from their affinity function, connected via a graph structure. 

Energy of grounded object generators

Energy of action generators given 
the object of interest

Prior probability of action generators



Example of an interpretation



Step 3: Visual-semantic 
Action Grounding

• The third step in our framework is the idea of visual-semantic action grounding, where 
we aim to learn to ground the inferred actions (verbs) from the overall activity 
interpretation. 

• We learn an action grounding model by bootstrapping a simple function (𝜓 𝑔𝑖
𝑎 , 𝑓𝑉 ) to 

map clip-level visual features to the semantic embedding space associated with 
ConceptNet, called ConceptNet Numberbatch. The mapping function is a simple linear 
projection to go from the symbolic generator space (𝑔𝑖

𝑎 ∈ 𝐺𝑎𝑐𝑡) to the semantic space 
(𝑓𝑖

𝑎), which is a 300d vector representation trained on ConceptNet.

• Temporal Smoothing: we perform temporal smoothing to label the entire video clip 
before training the mapping function (𝜓 𝑔𝑖

𝑎 , 𝑓𝑉 ) to reduce noise in the learning process. 

• For each frame in the video clip, we take the five most common actions predicted at the 
activity level and sum their energies to consolidate activity predictions and account for 
erroneous predictions.
• We use the top-5 action labels as targets to limit the effect of frequency bias. 
• temporal smoothing acts as a regularizer to reduce overfitting by forcing the model to predict the 

embedding for the top five actions for each video clip.



Step 3: Visual-semantic 
Action Grounding

• Posterior-based Activity Refinement: The final step in our framework 
is an iterative refinement process that updates the action concept 
priors (the third term in Equation 4) based on the predictions of the 
visual-semantic grounding mechanism. 
• Since our predictions are made on a per-frame basis, it does not consider the 

overall temporal coherence and visual dynamics of the clip. Hence, there can 
be contradicting predictions for the actions done over time. 

• When setting the action priors to 1, we consider all actions equally plausible 
and do not restrict the action labels through grounding, as done for objects. 

• Hence, we iteratively update the action priors for the energy computation to 
re-rank the interpretations based on the clip-level visual dynamics.



Performance on GTEA Gaze 
and GTEA Gaze+



Performance on 
EPIC-Kitchens-100



Performance on Charades-Ego 
under Zero-Shot settings



Generalization Studies
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