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Egocentric videos are NOT just a collection of frames…

…but rather a sequence of interactions of the camera wearer
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AMEGO is an online, structured, semantic-free
representation capturing both objects interacted with, 

locations visited, and their interplay

Check more AMEGO examples



AMEGO advantages

Interpretable representation, e.g. identifying co-
occurrences and interaction starts

Human-centric
interactions

Semantic-free
and class-agnostic
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How do we build AMEGO?
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Consistent detection = 
 new tracklet oi

Initialisation



How do we build AMEGO?
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New 
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Sparse detections = 
reject

Initialisation



How do we build AMEGO?

time

Tracking even when the hands are out of view

Updating



How do we build AMEGO?
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Active Memory Benchmark
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Active Memory Benchmark

Q7 “When did I use    ?”  [5-10]s

Q8 “When did I visit    ?” [15-30]s
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Temporal grounding
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Q2: What did I use with the left hand after [VQ] at time 00:20?

Ans. A

Ans. B

[VQ] 

Querying AMB with AMEGO



Step 1: Extract [VQ] features

Querying AMB with AMEGO



Step 2: Match the extracted features with AMEGO features 
(only object interactions after 00:20 involving the left hand)

and retrieve the next instance

00:20

Querying AMB with AMEGO



Step 3: Extract features for answer image (Ans. A)

Querying AMB with AMEGO



Step 4: Compare the answer features with the retrieved instance

Ans. A

Ans. B

Pick the answer whose features have the highest similarity

Pick Ans. B

Querying AMB with AMEGO



Results

Semantic-Free
Vision-Language 

embedding

Semantic captioning
approaches

Multi-round 
captioning

approaches


