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Motivation and Introduction

The overall goal of this work is to address the noisy few-shot
learning (NFSL) problems with uniquely designed unsupervised
auxiliary tasks to compensate for information loss.

Key challenges include:

Few-shot learning inherently involves a small number of labeled
examples per class. The scarcity of labeled data makes it challenging
for models to generalize well to unseen instances.
The presence of noisy labels, where the provided annotations may be
incorrect or unreliable, can significantly impact model performance.
Models need to be robust to label noise to effectively learn from the
limited labeled examples available.
While data cleansing offers a viable solution to address noisy labels in
the general learning settings, it exacerbates information loss in FSL due
to limited training data, resulting in inadequate model training.

3 / 14



Motivation
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Contributions

Our proposed framework Diverse UNsupervised Tasks for NFSL
(DUNT) includes threefold contributions:

a framework designed to adeptly utilize unsupervised data from a
distinct domain in order to counteract the information loss resulting
from data cleansing in the challenging scenario of NFSL.
a novel strategy to perform diverse auxiliary task selection to avoid
learning sample-specific spurious features from the unlabeled auxiliary
data samples.
an in-depth theoretical analysis of the auxiliary tasks introduced in the
DUNT framework, establishing novel generalization bounds, offering
valuable insights into the contributions of these auxiliary tasks.
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Framework Overview

Figure: DUNT overview: The primary tasks (top) are sampled and cleansed by
episode cleansing, the auxiliary tasks (bottom) are constructed and filtered by
their diverseness.
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Learning from Primary Tasks: Episode cleansing

To remove the noisy labels in the query sets, episode cleansing
designs a self-paced sample weight for each example pair:

wk
i = 1(ℓki < γth),

ℓki = ℓ(fθ′
i
(xki ), y

k
i ) is the loss value of k-th example pair (xki , y

k
i ) in

task Ti
1(·) is an indicator function whose value is 1 when ℓki < γth and 0
otherwise
γth is a predefined hyperparameter used to filter out high-loss examples

The classification loss LTi (θ
′
i ,S

que
i ) becomes

LTi (fθ′i , Ŝ
que
i ) =

∑
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k
i ∈S

que
i

wk
i ℓ

k
i , (1)

For support set, meta-model is used to compute the loss values and
remove the noise in the support set.
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Learning from Diverse Unsupervised Tasks

Construction of an unsupervised N-way 1-shot auxiliary task Tj :
first randomly sampling N images from the dataset Daux for the
support set Ssup

j = {xkj }Nk=1;

the query set Sque
j = {A1(xkj ), ...,AQ(xkj )}Nk=1 is obtained by

augmenting the N images in Q different ways, where A1(·), ..,AQ(·), A
denote different augmentation techniques, such as random cropping,
translation, flipping.

The auxiliary loss is the summation of the contrastive loss of a series
of auxiliary tasks:

Laux =
∑

Tj (Ssup
j ,Sque

j )∼Daux

LTj (θ,S
sup
j ,Sque

j ), (2)

LTj (θ,S
sup
j ,Sque

j ) = − 1

NQ

N∑
k=1

Q∑
q=1

log
exp(−d [fθ(Aq(xkj )), fθ(x

k
j )])∑N

l=1 exp(−d [fθ(Aq(xkj )), fθ(x
l
j)])

(3)

where d [·, ·] is a distance metric, such as Euclidean distance.
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Diversity Criterion

Given two images xkj , x
l
j , the model parameterized by θ lead to class

probabilities vectors pkj = softmax(θ(xkj )) and plj = softmax(θ(xlj)).

If the two images are from the same class, pkj and plj are naturally
encouraged to be close to each other.

Diversity criterion:

divj =
1

C (N, 2)

N−1∑
i=1

N∑
j=i+1

1

cos(pkj ,p
l
j)
.

C (N, 2) = N!
(N−2)!2! is the 2-combination of set N.

According to the definition, the higher the value of divj , the more
diverse the task.
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Adversarial Training and the Critic Head

To enforce the learning of the domain-invariant representation of the
meta-model, we propose a critic model θc to discriminate the source
of the input data, either primary or auxiliary.

By training the model in an adversarial way, the critic model θc try to
distinguish which domain that the input features come from, while
the meta-model θ aims to confuse the critic. Formally, the overall
adversarial objective is a min-max problem as follows:

min
θ,θc

max
θd

α1Lpri + (1− α1)Laux + α2E(θ, θd , D̃pri,Daux), (4)

where the critic model θd assigns 1 to the example from the primary
domain and 0 otherwise based on the feature representation extracted
by θ. E(·) is the adversarial loss.
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Results on Non-Transductive Setting

Our method outperforms the baselines across different few-shot
benchmark datasets.
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Results on Transductive Setting

Our method outperforms the baselines across different few-shot
benchmark datasets.
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Effectiveness of task selection.

We study the impact of task selection through the threshold γdiv .
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Conclusion

In this work, We propose a novel FSL framework with auxiliary tasks
that utilize carefully selected unlabeled data under noisy settings.

In DUNT, we introduce episode cleansing for examples in the primary
task and adopt a diverse task selection strategy for the unsupervised
auxiliary tasks to enhance robustness against label noise. To better
align the auxiliary distribution with the primary one, we propose a
regularization term based on the Wasserstein distance for learning a
domain-invariant representation.

Our framework is theoretically and experimentally proved to be
effective and beneficial.
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