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Diffusion models can learn visual concepts
Textual Inversion [Gal et al. 2022]

DreamBooth [Ruiz et al. 2022]



Learn multiple visual concepts from a single image?

Break-A-Scene [Avrahami et al. 2022]

Concept masks are required!



Unsupervised concept extraction (UCE)

Given a single image, can we 
extract the visual concepts in it 

without any information 
(unsupervised)?

By “Unsupervised”, we mean:
• No concept descriptors
• No object masks
• No instance numbers
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ConceptExpress -  Concept localization
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1. Cluster on self-attention map: Aggregate semantically close patches.
2. Filter background: Use [EOT] token to filter out background patches.
3. Automatic stopping point: Obtain final concept masks and feature maps.



ConceptExpress -  Concept localization

Localization results using different (clustering) methods



ConceptExpress -  Concept learning
We are not accessible to initial words for concepts!

Ø Split-and-merge strategy
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ConceptExpress -  Concept learning

w/ SnM v.s w/o SnM



Qualitative results

BaS† denotes unsupervised version of Break-A-Scene [Gal et al. 2022].



Quantitative Evaluation

• Data
• D1: 96 images self-collected from Unsplash.
• D2: 7 images provided by Break-A-Scene [Gal et al. 2022].

• Metric
• Concept similarity: identity similarity (𝑆𝐼𝑀𝐼) & compositional similarity (𝑆𝐼𝑀𝐶)
• Classification accuracy: top-1 (𝐴𝐶𝐶1) & top-3 (𝐴𝐶𝐶3)



Text-prompted generation



User Study

• 14 users; 7 source images; 19 concepts; 266 votes



More results



More results





Thank You for Listening!

Scan QR code to try our model!

Drop by for a chat at:
 

Session 6 #217
16:30-18:30


