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1. Challenges and Our Core Idea
 



1.1 Action Quality Assessment (AQA): Definition

• AQA aims to evaluate the quantitative performance of performed actions.

AQA system



1.1 Action Quality Assessment (AQA): Significance

• AQA aims to evaluate the quantitative performance of performed actions.
• Mitigating human judges’ biases.
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Human judge AQA system



1.1 Action Quality Assessment (AQA): Applications

• AQA aims to evaluate the quantitative performance of performed actions.
• Mitigating human judges’ biases.
• Widely used in sports, medical care, etc.



1.2 Issues with Traditional AQA Methods

• Cannot adapt to dynamically evolving changes...
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1.3 New Task: Continual AQA

• Integrate continual learning into the AQA framework, protecting user 
privacy and mitigating severe forgetting.
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1.4 New Challenges within CAQA: Misalignment

 (a)

Deviated old features

Current feature manifold (b)

Current session features

Confusion 
area

(1) To mitigate the catastrophic forgetting, we adopt feature replay rather than raw 
data replay to prioritize user privacy; (2) To improve the adaptability, the complexity 
of AQA requires backbone updating that induces the misalignment between 
static old features and dynamically evolving feature manifolds.



1.5 Core Idea to Address the Misalignment: Two Steps
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2.  Manifold-Aligned Graph Regularization (MAGR)



2.1 Framework Overview

• MP translates old features to the current manifold
• IIJ-GR regulates the entire feature space to align with the quality space



2.2 Manifold Projector: Deviated Feature Translation

• Projector Learning estimates the manifold shift at each model update using dependencies 
from the current session data.
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2.2 Manifold Projector: Deviated Feature Translation

• Feature Projection is designed to translate old features to the current manifold. 
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2.3 Intra-Inter-Joint Graph Regularizer: Feature Distribution Alignment

• We propose IIJ-GR to regulate the feature space for accurate score regression.
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3.  Experiments and Results



3.1 Data Split and Metrics

• Discretizing the continuous quality space into distinct intervals corresponding to different 
action grades and ensuring an equal number of samples in each session, resulting in 
more challenging score variations.



3.1 Data Split and Metrics

• SRCC, forgetting, forward transfer



3.2 Comparison with Recent Strong Baselines

• MAGR outperforms recent strong baselines with up to 6.56%, 5.66%, 15.64%, and 9.05% 
correlation gains on the MTL-AQA, FineDiving, UNLV-Dive, and JDM-MSA split datasets, 
respectively.



3.3 Ablation Study

• On the MTL-AQA split dataset



3.4 Impact of Buffer Size



3.5 Visualizations



3.6 More Results: Computational Performance



3.6 More Results: Online Performance Comparison



4.  Conclusions and Future Work



4.1 Conclusions

• We are the first to introduce CAQA to enable efficient AQA model 
refinement using sparse new data, addressing the unique challenges 
versus traditional classification tasks in CL.

• We propose MAGR as a novel solution, aligning old features to the current 
manifold without raw inputs and ensuring alignment between feature and 
quality score distributions.

• We validate MAGR on multiple AQA split datasets, demonstrating superior 
performance over recent strong baselines and establishing its 
effectiveness for continual performance assessment, thereby advancing 
CL and AQA research.



4.2 Future Work

• Advanced network architectures like ViT
• Incorporating prompt-based techniques
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