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The study starts in May 2023. Back then, the major evaluation strategies are:

Subjective Evaluation has following drawbacks:
1. Introduce Human Biases 
2. Consume lots of Resources
3. Hard to Reproduce

Objective Evaluation (VQA) ：
1. Obtain metrics w. rule-based matching, 

suffer from false-negative samples
2. Lack a holistic benchmark An example from OCRVQA：

Q: What is the genre of this book?
GT: Arts & Photography
Pred (GPT-4v): The book titled "India: In Word 
& Image" is likely a photography or travel book 
that ... ... . The genre could be classified as 
travel photography, cultural exploration, or a 
photographic essay. 



The project aims at designing a new multi-modal benchmark 

featuring the following characteristics: 

1. The benchmark needs to deliver objective & quantitative evaluation 

results, that is easily reproducible. 

2. The benchmark needs to be comprehensive enough to cover as much 

multi-modal capabilities as possible.

3. The benchmark should conduct rigorous yet reasonable evaluation and 

mitigate the negative impact of false-negative samples



We first design a taxonomy of multi-modal capabilities:

1. The taxonomy features 3 
capability levels and 20 fine-
grained capabilities.

2. The two most fundamental 
L-1 capabilities are 
perception & reasoning. 



MMBench adopts the multi-choice format: 

 Coarse Perception
Fine-grained Perception (Instance)



Semi-Automated Screening: 
1. Questions that can be correctly answered by LLMs are 

removed.
2. If all SOTA VLMs failed to solve a question (w. Circular), 

the question will be tagged and manually checked.

Translation ：
We translate all questions to Chinese with 
LLM, and then perform manual screening 
and correction.

Quality Control is Crucial



CircularEval is adopted to provide rigorous evaluation results

VLMs may have different preferences over choices, which introduces significant biases

Under CircularEval, a VLM correctly solve a MCQ only if it succeeds in all circular passes



CircularEval vs. VanillaEval



LLM choice-extractor to reduce false-negative samples

General VLMs (including GPT-4v, Gemini, etc.) do not 
perform IF optimization for MCQ problems.

Using LLM to extract choice labels can help to reveal the 
real performance of those VLMs. 

We quantitatively measured the alignment rates 
between different LLMs and Human on 

the choice extraction task.



Main Results (Mar. 2024) 

Evaluation Results on MMBench-Test

Performance Comparison: EN vs. CN



Our evaluation service has processed 20,000+ submissions (As of Sep. 2024)

The leaderboard 
provides evaluation 
results of ~200 
different VLMs.

Full Leaderboard



The most challenging fine-grained capabilities



Thanks for your attention! 

Our Poster is at 182 this afternoon
Welcome to chat!

VLMEvalKit Prism MMBench-Video

Also, if you want to learn about 
the latest work of the team: 


	幻灯片 1
	幻灯片 2
	幻灯片 3
	幻灯片 4
	幻灯片 5
	幻灯片 6
	幻灯片 7
	幻灯片 8
	幻灯片 9
	幻灯片 10
	幻灯片 11
	幻灯片 12
	幻灯片 13

