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Motivation

· Recently, detection transformers (DETRs) have gradually taken a dominant position in 2D detection 

thanks to their elegant framework. DETR-based detectors for 3D point clouds are still difficult to achieve 

satisfactory performance

· How to obtain the appropriate object queries is challenging due to the high sparsity and uneven 

distribution of point clouds

· How to implement an effective query interaction by exploiting the rich geometric structure of point 

clouds is not fully explored



Contribution

· We introduce a novel dual query selection module, producing high-quality queries in a coarse-to-fine 

manner

· We adopt an effective deformable grid attention module, which adaptively aggregates crucial regions 

and performs informative query interaction by properly leveraging the geometric information of point 

clouds

· The proposed SEED achieves state-of-the-art performance for 3D object detection on both the large-

scale Waymo and nuScenes datasets



Method

SEED consists of a 3D backbone and a SEED detection head. Specifically, the proposed SEED detection 

head mainly includes a dual query selection (DQS) module and a transformer decoder. 

· DQS utilizes a coarse-to-fine query selection strategy to select high-quality queries

· The transformer decoder, including six SEED decoder layers, takes these queries as inputs and then 

iteratively performs a self-attention operation for inter-query interaction and a proposed deformable 

grid attention (DGA) for feature interaction between query and BEV features



DQS

DQS adopts a coarse-to-fine manner, which consists of a foreground query selection and a quality query 

selection. Sc, Sl, and Bc are the predicted classification score, localization score, and regression for 

proposal boxes through three feed-forward networks (FFN) branches, respectively
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DGA

DGA first uniformly divides each reference proposal into grids as the reference points and then utilizes 

the predicted offsets to achieve a flexible receptive field

· Unlike 2D images, a nearby object may occupy most of the whole image, which even requires a global 

receptive field to detect the object well. However, a 3D object usually only occupies a small local area

· It is important to rationally utilize the geometric information of 3D objects

· A flexible receptive field is needed for some irregular objects or some hard objects



DGA

𝑭𝑏𝑒𝑣(∗) denotes sampling the corresponding features of the positions * on the BEV features Fbev by a 

bilinear interpolation operation

ϕ: a linear function              : reference grids

Specifically, we first regard the estimated proposal boxes Bf from DQS as the reference boxes and 

uniformly divide each reference box into k × k grids gk. Then, we feed the corresponding selected queries 

Qf from DQS into a linear function, producing the predicted offsets ∆g. Next, we add the offsets to the 

grids g to generate the final sampling positions, which can capture the geometric information of 3D 

objects in a flexible receptive field. Meanwhile, the attention weight A is predicted by feeding Qf into a 

linear function and a softmax function.



Quality-aware Hungarian Matching

Different from the traditional Hungarian Matching, we introduce a quality-aware Hungarian Matching 

(QHM) to effectively assign the ground truth. QHM adopts the quality scores Sf instead of the classic 

classification scores in computing classification cost



Results
Comparison of other methods on the Waymo validation set. SEED achieves SOTA performance with 73.5 

mAPH L2.



Results
Effectiveness of our SEED with multiple frames as inputs on the Waymo Open Dataset validation and test 

split. SEED achieves SOTA performance.



Results

Effectiveness of our SEED on the nuScenes validation set. SEED achieves SOTA performance.



Ablation Studies

· DQS is effective for selecting out high-quality queries

· DGA is effective for achieving better feature interaction



Ablation Studies

Taking the quality scores of 3D objects into account when computing classification cost in Hungarian 

Matching is effective.



Visualization

Visualization of SEED without DQS (the first row) and with DQS (the second row). It can be observed that 

after utilizing DQS, some hard queries are successfully captured, which indicates that DQS can enhance 

the confidence score of some potential hard objects.



Visualization

Comparison of attention map without DGA (a) and with DGA (b) on the Waymo validation set. After 

utilizing DGA, SEED can capture the geometric information of 3D objects in a flexible receptive field and 

achieve better query interaction. 
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