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Stable Preference: Redefining Training Paradigm of Human Preference Model 

for Text-to-image Synthesis
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⚫Human preference models (HPMs) for text-to-image synthesis

Introduction
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Textual Description: Dwayne the Rock Johnson wrestles Jesus Christ in a WWE match in a hell in a cell.
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⚫Current training paradigm of HPMs

Introduction
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Training Loss:

1. Current HPMs displays sensitivity towards small visual perturbations 

2. The image selection process of human is not strictly dichotomous
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⚫Anti-interference loss

Methodologies
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Methodologies

⚫ Stable preference



Methodologies

⚫ Stable preference
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⚫ Step 1: Correct the preference order

Training Loss:

⚫ Step 2: Broaden the margin

Training Loss:

e.g.,
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Experimental results

⚫Datasets and implementation details

➢ Datasets: ImageReward, Human Preference and DrawBench Datasets

➢ Evaluation Metric: Accuracy (of preferred image selection)

➢ Input sizes: all images are resized to 224 × 224

➢ Optimizer: AdamW optimizer with a learning rate initialized to 2 × 10−6

➢ Training process: stage 1 for 3,000 steps and stage 2 for 27,000 steps

➢ Model: CLIP-H and CLIP-L
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⚫ Comparison of human preference models sensitivity to small visual perturbations on HPD v2 and ImageReward

datasets. “ORG” represents the baseline result on original test split. “HP” and “CC” stand for horizontal flip 

and center crop, respectively. Numbers in brackets represent the side length ratio of the center crop. SP 

represents our stable preference training paradigm.

Experimental results
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⚫ Comparison with state-of-the art methods 

on test split of ImageReward dataset. † 

CLIP-H is initialized with the HPS v2 

checkpoint.

Experimental results
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⚫ Comparison of cross-domain performance. 

All the models are trained on the training 

set of ImageReward and tested on the test 

split of HPD v2. † CLIP-H is initialized 

with the HPS v2 checkpoint.



⚫Correlation between stable preference and other human preference models. 

The model score is calculated by the average score of all images in DrawBench

Experimental results
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⚫Top-1 images out of 100 (Stable Diffusion v1.4) generations 

selected by stable preference and other HPMs.

Experimental results
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Conclusion

➢ We propose Stable Preference, a new training paradigm for human preference models.

Training in the order of first aligning preference order and then mainly broaden the

margin between images with significant difference effectively mitigates the risk of

overfitting.

➢ We designed an anti-interference loss to reduce the sensitivity of preference model to

small visual perturbations that do not affect human preferences
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Thank you

Q & A

14


	幻灯片 1
	幻灯片 2
	幻灯片 3
	幻灯片 4
	幻灯片 5
	幻灯片 6
	幻灯片 7
	幻灯片 8
	幻灯片 9
	幻灯片 10
	幻灯片 11
	幻灯片 12
	幻灯片 13
	幻灯片 14

