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® Human preference models (HPMs) for text-to-image synthesis

Model score: S1 > S, > S3 > Sa > Se
I I I | I
{ Human preference model ]‘7

Human score:

Textual Description: Dwayne the Rock Johnson wrestles Jesus Christ in a WWE match in a hell in a cell. —
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Introduction
® Current training paradigm of HPMs
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S, = Fyo(I,,T) Training Loss: L. = Zy“ log ;.
1=1

- exp(Fy(1;,T))
LY exp(Fo(I;,T))

S2 — ‘FQ(I2:T)

1. Current HPMs displays sensitivity towards small visual perturbations
2. The image selection process of human is not strictly dichotomous



Methodologies
® Anti-interference loss
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® Stable preference
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Initial State Final State

Correct order & Broaden margin

Annotation |
D<@<® | (a) Previous works

Subjectivity : -----------------------------------

®m=[>®@@=c>® @ Q

Initial State Middle State Final State

Prompt: “A lemon wearing
sunglasses on the beach.”

(b) Stable preference
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: Step 1: Correct order Step 2: Broaden margin
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® Stable preference
@® Step 1: Correct the preference order
.. L + L
Training Loss: L1 = . jm(fas—b;; if I, is better than I, then AS = S — S,
€
Ly
e_g_’ 1 L1 -
1+ e(AS—0.1)/0.05 TN
---------- 0:5
1 0.5 0 0.5 1AS
® Step 2: Broaden the margin
Training Loss: eAS;
f2 = G g, Beres F Ra)
=1
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Experimental results
® Datasets and implementation details

» Datasets: ImageReward, Human Preference and DrawBench Datasets

» Evaluation Metric: Accuracy (of preferred image selection)

» Input sizes: all images are resized to 224 x 224

> Optimizer: AdamW optimizer with a learning rate initialized to 2 x 107°
» Training process: stage 1 for 3,000 steps and stage 2 for 27,000 steps

» Model: CLIP-H and CLIP-L
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Experimental results

® Comparison of human preference models sensitivity to small visual perturbations on HPD v2 and ImageReward
datasets. “ORG” represents the baseline result on original test split. “HP” and “CC” stand for horizontal flip
and center crop, respectively. Numbers in brackets represent the side length ratio of the center crop. SP
represents our stable preference training paradigm.

Method | Dataset |ORG HP&CC (0.97) HP&CC (0.95) HP&CC (0.93) HP&CC (0.90)

HPS v2 83.3 82.2 (-1.1) 82.2 (-1.1) 81.8 (-1.5) 81.7 (-1.6)
ImageReward HPD v2 74.2  73.7 (-0.5) 73.6 (-0.6) 73.6 (-0.6) 74.0 (-0.2)
SP (CLIP-L) v 77.2 77 3 (+0.1) 77.0 (-0.2) 76.9 (-0.3) 77.0 (-0.2)
SP (CLIP-H) 80.7 1.4 (+0.7) 80.3 (+0.4) 80.4 (+0.3) 80.7 (+0.0)

HPS v2 65.7 64.8 (-0.9) 63.8 (-1.9) 64.2 (-1.5) 63.9 (-1.8)
ImageReward 65.2 64.5 (-0.7 64.8 (-0.4 ()4 8 (-0.4 65.3 (+0.1

ImageReward

SP (CLIP-L) ' 66.3 65.7 (-0.6) 65.6 (-0.7) 5.9 (-0.4) 66.0 (-0.3)
SP (CLIP-H) 66.8 67.4 (+0.6) 66.4 (-0.4) Enh 5 (-0.3) 66.7 (-0.1)
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® Comparison with state-of-the art methods ® Comparison of cross-domain performance.
on test split of ImageReward dataset. All the models are trained on the training
CLIP-H is initialized with the HPS v2 set of ImageReward and tested on the test
checkpoint. split of HPD v2. + CLIP-H is initialized

with the HPS v2 checkpoint.

Method |ImageReward Method HPD v2
CLIP-L [11}25] 54.8
CLIP-H [1,25] 57.1 CLIP-L [11}[25 72.8
Aesthetic Score Predictor |35| 57.4 CLIP-H |11}]25] 74.8
HPS v1 [38] 61.2 BLIP |15 74.2
PickScore |13| 62.9
ImageReward [39) 65.1 Single Human vs. Single Human 78.1
HPS v2 [37] 65.7 Single Human vs. Averaged Human| 85.0
Single Human vs. Single Human 65.3
Single Human vs. Averaged Human 53.9 Stable Preference (CLIP-L) 7.2
— Stable Preference (CLIP-H) 80.7
Stable Preference (CLIP-L) 66.3 {
Stable Preference (CLIP-H) 66.8 Stable Preference (CLIP-H') 82.5
Stable Preference (CLIP-HT) 68.0
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Experimental results

® Correlation between stable preference and other human preference models.
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The model score is calculated by the average score of all images in DrawBench

Stable Preference
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® Top-1 images out of 100 (Stable Diffusion v1.4) generations ... ... . 8 L
selected by stable preference and other HPMs.
Prompt CLIP-H ImageReward HPSv2  Stable Preference

A unicorn 1n a clearing. 1t
has a single shining horn.
volumetric light.

A teddy bear skateboarding
in Times Square.

A painting of a girl walking 1n a
hallway and suddenly finds a
giant sunflower on the floor
blocking her way.

Highly detailed portrait of a
woman with long hairs,

stephen bliss. 12
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Conclusion

» We propose Stable Preference, a new training paradigm for human preference models.
Training In the order of first aligning preference order and then mainly broaden the
margin between images with significant difference effectively mitigates the risk of

overfitting.

» We designed an anti-interference loss to reduce the sensitivity of preference model to

small visual perturbations that do not affect human preferences

13



eCT\/

EUROPEAN CONFERENCE ON COMPUTER VISION

NEL-BITA

HANEREARSANSTEREE

MILANO

Thank you

0&A
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