
Introduction
Problem:

 Estimate the 6DoF pose of an object from an image
Challenge: 

Existing methods require labeled real data. 
Synthetic data are accurate, and more efficiently generated.

Conclusion
Impact: This work provides a significant step towards more
autonomous and scalable 6DoF pose estimation.
Future Work: The potential for extending this approach to
more complex scenes and objects, as well as integrating it into
real-time systems.
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Methodology
Pseudo-keypoints: points estimated using a synthetically pre-trained
network by overlaying the CAD model onto the real image (syn/real).
Reproducing Kernel Hilbert Space (RKHS): RKHS to model and
learn the relationships between these pseudo-keypoints and the object's
pose in a self-supervised manner, by mapping the feature spaces of the
network with real image and syn/real image into the statistically
comparable RKHS.
Self-Supervision: learns from the structure of the data itself, without
labeled real  datasets.

Key Contributions
Novel Approach: pseudo-keypoints for self-supervised learning of
6DoF pose estimation.
RKHS Framework: Application of RKHS to learn a robust mapping
from pseudo-keypoints to object pose.
Efficiency: Achieve competitive performance without the need for real
labeled data, reducing the need for expensive data annotation.

Results
Performance: The method achieves SOTA results on
standard benchmarks, demonstrating its effectiveness
in real-world scenarios, as shown in Table 1.
Comparisons: It even outperforms traditional
methods that rely on real data supervision, as shown
in Table 2.
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Ablation Studies:
Adapter with different kernels
Dense Vs. Sparse Adapter 
Syn/Real Synchronized Training
Adapter Kernels and Metrics
Influence of Real GT Labels

Fig. 1: RKHSPose adapts the network pretrained on synthetic data to real test scenes (left), by comparing network feature spaces with real image
inputs (solid arrows), against those with syn/real image (right) inputs (dashed arrows). Mr regresses radial quantities, MA is the Adapter

network, and RKHS maps features into a higher dimensional space.

Fig. 2: RKHSPose architecture. RKHPose is first trained on synthetic labeled data (solid arrows), and then finetuned on alternating syn/real and (unlabeled) real images (dashed arrows). MA is measured by
MMD in RKHS by densely mapping the inter�mediate features of Mr into high dimensional spaces with conv blocks. The distance is treated as LMA and back-propagated through MA and Mr.
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