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Key Contributions:
• LiteViT: a lightweight CNN-Transformer encoder, enhancing 

accuracy with reduced parameters, ideal for limited 
computational environments. 

• AutoPPN: an automated prompt proposal network, improving 
efficiency over grid search methods and integrating easily with 
SAM series algorithms.

• Validated Lite-SAM's performance through experiments, 
showing accelerated results on SegEvery while preserving 
accuracy (Fig. 1).

Motivations:
The Segment Anything model (SAM) has brought

significant changes to the segmentation field with its
superior performance.

However, traditional Grid Search sampling strategies
or two-stage concatenation methods severely limit the
performance of segment everything (SegEvery).

Goal:
An efficient end-to-end solution for the SegEvery

task to reduce computational costs and redundancy.

Grid Search Sampling or Two-stage methods

Time Costs:  
High↑

* SnapShot from Meta AI: Segment Anything Demo

SegEvery Results



LiteViT

Image Encoder

AutoPPN

Light Image Embedding

Mask Decoder

Prompt Encoder

Auto Box/Points

(a) Model Overall

We present the Lite-SAM architecture, which consists of four main components: a LiteViT encoder, 
an AutoPPN network, a standard prompt encoder, and a mask decoder as delineated in the SAM 
framework. This conguration is visualized in Fig. 2 (a). 

Method: Lite-SAM 
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LiteViT Architecture 
We developed our LiteViT image encoder, beginning with a PoolFormer-S12 baseline. The final 

choice based on ablation studies of LiteViT Attention block choices, as shown in Fig.2 (b), Fig. 3 
and Tab. 1.
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Fig. 3: Overview of architectural choice. (1) represents the original PoolFormer Block,

(2),(3) and (4) show the modications to PoolFormer Block, and (5) the final version

of our Multi-Scale Pooling Module.





AutoPPN
To enhance the inference performance of the SegEvery

task, we introduce the AutoPPN framework, which is built 
on the concept of representing objects by specific points 
(e.g. CenterNet/CornetNet). the architecture is detailed in 
Fig. 2 (c). 

Signicant modications / ablation studies (Tabs. 2 & 3):
• Stem Conv to MSPM: replacing the basic stem 

convolution network with a stem MSPM network, 
which  integrates multiscale spatial information and 
boosts the detection recall for large-scale objects. 

• New GT and Loss: generate GT label with distance 
transforms (Fig. 4) rather than bbox center approach.

• Object Grouping: Separate loss calculations were 
performed for small (relative size < 5%), medium (5% < 
relative size < 25%), and large size targets (relative size 
> 25%).

• The integration of AutoPPN leads to appreciable 
improvements in SegEvery time, while preserving the 
recall rates, As shown in Tab. 3.





Experiments

Comparison with SOTA Algorithms:
• Our newly developed Lite-SAM is designed as an end-
to-end algorithm with a minimal parameter size of only 
4.2M. Impressively, it has reduced the SegEvery runtime to 
a mere 80ms. This model not only demonstrates the best 
performance in regards to parameter size and MACs, but 
also in SegEvery inference time, which underlines its 
eciency and competitive edge. 

Dataset and Implementation details:
• Lite-SAM was trained on SA-1B. We selected three public datasets to 
assess the zero-shot capabilities of our model: MSCOCO 2017, LVIS, and 
BSDS500.
• We trained Lite-SAM on 128 NVIDIA A40s, with a total batch size of 256. 
Adam optimizer was utilized with an initial learning rate of 4e-5. The 
model underwent training from scratch and completed in 4 epochs, 50 
hours, with using 18% of the SA-1B data, which was based on a trade-off 
between training time and accuracy.  



Comparison with SOTA lightweight backbone models on COCO.

Zero-Shot Image Segmentation Results on COCO and LVIS.

Zero-shot transfer to edge detection on BSDS500.

Qualitative results on SegEvery Task
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