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Problem: Single Tag Bias in CLIP-based Models

• Single tag bias manifests as a disproportionate focus on a singular tag (word) while 

neglecting other pertinent tags. 
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Method: Text-Tag Self-Distillation (TTD)

• Two-step fine-tuning approach that effectively mitigates single tag bias

• Enables models to recognize all relevant tags

• Model-agnostic

• No external supervision is required
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Method: Text-Tag Self-Distillation (TTD)

• Step1) Tag Selection by Pixel-Tag Scoring

• Identify which tags in the text are relevant to the image

• Move from global to pixel-level embedding

• Score tags based on their correlation with specific image regions
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Method: Text-Tag Self-Distillation (TTD)

• Step1) Tag Selection by Pixel-Tag Scoring

• Identify which tags in the text are relevant to the image

• Move from global to pixel-level embedding

• Score tags based on their correlation with specific image regions
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• Why do we do this?

• Global embedding often overemphasizes the dominant tag

• Pixel-tag scoring ensures an accurate extraction of all tags 

relevant to the image



Method: Text-Tag Self-Distillation (TTD)

• Step2) Text-Tag Self-Distillation

• Generate a composite mask using multiple tags

• Self-distillation ensures the model learns to align the text with the composite mask
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Method: Text-Tag Self-Distillation (TTD)

• Step2) Text-Tag Self-Distillation

• Generate a composite mask using multiple tags

• Self-distillation ensures balanced image-text alignment
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• Why do we do this?

• Self-distillation ensures that the model recognizes and weighs all 

relevant features

• More balanced understanding of the image-text relationship



Experiments: Multi-Tag Selection

• Tag selection using external models

• Extracting Image-irrelevant Tags (red)

• Overlooking Image-relevant Tags (blue)
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Experiments: Multi-Tag Selection

• Quantitative results

• 𝑠image tends to focus on a single dominant tag

• F1 Score: 82.8%

• Significant improvement over external models or baseline scoring methods
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Experiments: Text-Level Segmentation

• CaptionIoU improvement: +9.2% for MaskCLIP, +5.1% for TCL

10



Experiments: Open-Vocabulary (Tag-Level) Segmentation

11



Experiments: Open-Vocabulary (Tag-Level) Segmentation

• mIoU improvement: +8.5% for MaskCLIP, +3.5% for TCL
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Ablation

• Using both distillation and auxiliary losses yields best performance (+6.1% mIoU)

• Pixel-tag scoring outperforms standard tag selection methods (higher F1 and mIoU)
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Conclusion

• Text-Tag Self-Distillation (TTD) addresses single tag bias in CLIP-based models

• Model-agnostic with no external data or model required

• Enhanced performance across three tasks: multi-tag selection, text-level 

segmentation, and open-vocabulary segmentation
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Thank you !
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