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ABSTRACT & INTRODUCTION

In this paper, we aim to address the time-consuming and labor-intensive nature of 

dataset annotation, as well as the issue of noisy pixels in pseudo-labels.

Annotation is time-consuming, and weakly supervised labels often yield 

poor results. So how can we achieve good results with minimal annotation?

We can annotate only a small amount of data and use box prompts to 

generate high-quality pseudo-labels for the remaining images. Models can 

be trained using these annotations and the pseudo-label.

Even with box prompts, some 

predictions remain poor, and such 

pseudo-labels can negatively 

impact the model's gradient 

learning, leading to incorrect 

optimization directions.

METHOD & ALGORITHM
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 Let {𝑥𝑡, 𝑔𝑡} be a pair of image and its noisy label. For any loss functions, the risk gradient of any 

model 𝑚(·) can be divided as
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