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Learning with Noisy Labels (LNL)
When labels are noisy in the supervised learning…Model overfits to noisy labels!
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LNL aims to train a high-performing model using noisy training data.

Optimizing with the NOISY label in training
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Motivation

Challenges of Noise Detection 🤔

Cell painting images are labeled with 
treatments, but many treatments have 
little to no effect. This results in a noise 
ratio of over 50%. 
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Available Noise Source Knowledge💡

“ANIMAL-10N dataset contains 5 pairs of 
confusing animals with a total of 55,000 
images. The 5 pairs are as following: …” 

Most weak treatment cells visually 
resemble the control class.  

Dataset Meta-Data

Confusion Matrix 
from Related work

Domain 
Knowledge



Motivation

Q1: How can we integrate noise source knowledge into existing LNL methods?
- Method

Q2: How helpful is noise source knowledge?
- Experiments

Q3: What are insights for designing new LNL methods?
- Discussions



Method

i-th sample in 
the dataset

noisy 
labels

true 
labels

Noise source 
classes for class c

Probability of sample x_i 
with clean label c

A Unified Framework
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Experiments (Asymmetric Noise)
Class B

Class A
Asym. Noise (pairwise) 
               B ↔ A

Clothing1M



Discussions

Incomplete or Noisy Knowledge



Discussions

Combining noise estimation and noise detection algorithms



Thanks for Watching!
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