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Motivation

o Even though diffusion models has strong mode

coverage on training dataset, this property could hurt its

performance on corrupted training datasets

o We show that diffusion models tend to generate outliers

i.e Denoising Diffusion GAN (DDGAN) generates outlier

image of church when there are church outliers in CelebA

training dataset.
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Robust Diffusion Unbalanced Optimal Transport

Rout, et al. GENERATIVE MODELING WITH OPTIMAL 

TRANSPORT MAPS (ICLR2022)



Robust Diffusion Unbalanced Optimal Transport



Corrupted Dataset

Various Type of Outlier: CIFAR-10+MNIST and Celeb-A+(FashionMNIST, Church, flipped Celeb-A)

Various Outlier Ratio: CIFAR-10 perturbed by MNIST



Corrupted Dataset

Top: DDGAN, Bottom: RDUOT

CelebA + 5%(FashionMNIST, Church, MNIST, flipped CelebA)
FID of  RDUOT vs DDGAN



Clean Dataset: Cifar10



Clean Dataset: STL-10



Clean Dataset: CelebAHQ-256



Convergence & Ablation Study

Training convergence STL-10 Impact of convex conjugate function

Cifar10+Mnist



Conclusion

A novel diffusion framework based on UOT loss.

Robust, high-fidelity and fast convergence
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