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(Malicious) users can use Generative Model for malicious purposes.
Fingerprinting can trace these users after the incident (reactive nature)

⇒ The community is looking for a more proactive solution

Motivation



Is it possible to remove sensitive concepts from 
Generative AI models?
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Related Works – Erasing Concept 

- Remove sensitive concepts from T2I Models
- Map objectionable concept (e.g., Nude) to Null in latent

Latent Space

"Nude" " "



● 𝑆𝐷: Stable Diffusion
● 𝑆𝐷−𝑐: SD that erase concept 𝑐
● 𝑐: Specific concept (e.g. “Nudity”)
● 𝑝𝑐: “A painting of lady without clothes”

𝑆𝐷(𝑝𝑐) 𝑆𝐷−𝑐(𝑝𝑐)

Related Works – Erasing Concept 

*

*

*
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Related Works – Adversarial Reconstruction

- Reverse engineering to find a prompt that leads to the erased concept 

Latent Space

Adversarial Prompt

"Nude"

*



● 𝑐: “Nudity”
● 𝑝𝑐: “A painting of lady 

without clothes”
● 𝑝𝑐

𝑎𝑑𝑣: 𝑎𝑑𝑣𝑒𝑟𝑠𝑎𝑟𝑖𝑎𝑙 𝑝𝑟𝑜𝑚𝑝𝑡

𝑆𝐷−𝑐(𝑝𝑐
𝑎𝑑𝑣)

Related Works – Adversarial Reconstruction

⇒ Nude images can be reconstructed by adversarial attempts

𝑆𝐷(𝑝𝑐) 𝑆𝐷−𝑐(𝑝𝑐)

*

*

*

*

*



Can we use this for adversarial training?

8



Limitation and Questions

● Extremely Expensive Computational Cost
● This computational cost limits adversarial training

➢ Can we reduce this computational expense?
➢ Can a relaxed adversarial attack reconstruct erased concept?
➢ Can a relaxed adversarial attack be used for adversarial training?



Single-timestep Adversarial Attack

Random sample t ~ [1,1000]

𝑂𝑏𝑗: 𝑎𝑟𝑔𝑚𝑖𝑛𝑝||𝑆𝐷−𝑐 𝑝, 𝑖𝑚𝑔𝑐, 𝑡′ − 𝑛||

e.g., Generation process, when t’ = 800

t = 1000 to 801 follows normal process.

t = 800, apply adversarial attack.

t = 799 to 0 follows normal process.



Adversarial Training f𝐨𝐫 𝑺𝑫−𝒄

● Demonstrate that 𝑡 constraint can be relaxed, which enables traditional AT.
● Adversarial Training for 𝑆𝐷−𝑐



Machine Unlearning in T2I 

𝑐: “Nudity”
𝑝𝑐: “A painting of lady without clothes”
𝑝𝑐
∗: 𝑝∗

𝑆𝐷−𝑐
∗ : SD after adversarial training

𝑆𝐷−𝑐(𝑝𝑐
𝑎𝑑𝑣)𝑆𝐷(𝑝𝑐) 𝑆𝐷−𝑐(𝑝𝑐)

*

*

*

*

*

𝑆𝐷−𝑐
∗ (𝑝𝑐

𝑎𝑑𝑣)



Other Qualitative Results



Quantitative Results



Conclusion
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- Introduced adversarial training to enhance the robustness of concept erasure.
- Developed a method resilient to both white-box and black-box attacks.
- Highlighted the trade-off between increased robustness and image quality.



Thank you!
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