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Motivation

➢ The task of Video extrapolation in space and time (VEST) enables viewers to forecast a 3D 
scene into the future and view it from novel viewpoints.

➢ Our approach disentangles scene geometry from motion by lifting 2D scenes to 3D point 
clouds, enabling high-quality future video rendering from novel views.



Background

Future Forecasting: 

Video Prediction

Future Forecasting Video Prediction + Novel View Synthesis

Past video Future frames
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Three major challenges for future forecasting: 

Challenges

➢ Accurate estimation of scene geometry

➢ Forecasting future motion

➢ Synthesizing disoccluded content



➢ Recent approaches propose 
❑ To learn an entangled representation
❑ Aiming to model layered scene geometry, motion forecasting and novel view synthesis together
❑ However, they rely on simplified affine motion and homography-based warping for each scene layer, 

resulting in inaccurate video extrapolation.
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Approach
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➢ Our approach
❑ Disentangles scene geometry from scene motion, via lifting the 2D scene to 3D point clouds.
❑ Additionally, we forecast future 3D motion by disentangling ego-motion of static objects from 

residual motion of dynamic objects.



Approach

➢ Our framework aims to forecast a 3D scene into the future and view it from novel viewpoints. It comprises three 
primary steps:
❑ Constructing 3D point clouds
❑ Forecasting future 3D motion
❑ Splatting and Rendering



Approach

➢ For Constructing 3D Point Cloud, we leverage explicit 3D scene geometry (via depth estimation) to lift 2D scene 
into 3D point clouds. 

➢ Forecasting  Future 3D motion, results from both camera and object motions.
❑ First, we forecast ego-motion by leveraging static background regions.
❑ Then, predicted residual motion for dynamic objects (e.g., cars, persons).



Results

Quantitative results on Video Prediction Results on KITTI and Cityscapes

Quantitative results of Novel View Synthesis on KITTI



Results
Qualitative Comparison with Baselines



Thank You!
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