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Motivation

Figure 1. Image restoration using NAFNet[1] variants on GoPro images[2]



Introduction

Figure 2. Images downsampled with 3x3 MaxPooling and then upsampled using various upsampling techniques.
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Consider, w.l.o.g. a 1D signal I and its DFT ℱ(I) with k being the index of discrete frequencies,

During decoding, we upsample I to Iup with a factor of 2, for k = 0, ..., 2N-1
_

the second term in (1) can be dropped in bed of nails sampling where Ij=0

Since, the first term resembles ℱ(I), we rewrite (1) using a Dirac impluse comb as,

_



What causes spectral artifacts?

Such upsampling creates high-frequency replica of the signal at t⁄2 for t in -∞, ..., ∞ in ℱ(I)up.

Figure 3. (Left) Linear interpolation (pink) of the sample (green) causes aliases. (Right) Optimal signal reconstruction 

(pink) is achieved by sinc interpolation. 



Hypothesis

Hypothesis 1: Large Context Transposed Convolutions (LCTC) i.e. Large kernels in 

transposed convolution operations provide more context and reduce spectral 

artifacts and can therefore be leveraged by the network to facilitate better and 

more robust pixel-wise predictions.
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Hypothesis 1: Large Context Transposed Convolutions (LCTC) i.e. Large kernels in 

transposed convolution operations provide more context and reduce spectral 

artifacts and can therefore be leveraged by the network to facilitate better and 

more robust pixel-wise predictions.

Hypothesis 2 (Null Hypothesis H2): To leverage prediction context and reduce 

spectral artifacts, it is crucial to increase the size of the transposed convolution 

kernels (upsample using large filters). Increasing the size of normal (i.e. non-

upsampling) decoder convolutions does not have this effect.



Method

Figure 4. Abstract representation of the encoder-decoder architectural modifications. 

Our study focuses on the model decoder (in green).
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Results

Figure 5. Restorations using NAFNet (uses PixelShuffle) and its variants including LCTC under PGD attack.



Results

Figure 6. Normalized kernel weights from a random channel for the NAFNet models above.

Figure 5. Restorations using NAFNet (uses PixelShuffle) and its variants including LCTC under PGD attack.



Results

Figure 7. Difference in semantic segmenation mask predictions between LCTC and baseline transposed 

convolution using UNet[3] with ConvNeXt[4] encoder on PASCAL VOC2012[5] image



Results

Table 1. Quantitative results for the above models.

Figure 7. Difference in semantic segmenation mask predictions between LCTC and baseline transposed 

convolution using UNet[3] with ConvNeXt[4] encoder on PASCAL VOC2012[5] image



Conclusion
• We provide conclusive reasoning and empirical evidence for our hypotheses on the importance of 

context during data upsampling.

• Increasing the size of convolutions upsampling (LCTC) increases prediction stability.

• Increasing the size of those convolution layers without upsampling does not benefit the network.

• We show that observations made for increased context during encoding do not translate to 

decoding.

• Large Context Transposed Convolutions can be directly incorporated into recent models.
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