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• Transferable Adversarial Attacks
– Crafting adversarial perturbations that are transferable to unknown domains and models.

• Significance
– Security concerns: Identifying vulnerabilities in ML systems (e.g., autonomous driving)
– Robustness testing: Serving as a benchmark for evaluating the ML robustness.
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Introduction
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GAP [CVPR’18]

CDA [NeurIPS’19]

LTP [NeurIPS’21]

BIA [ICLR’22]

Generator-based attack framework.

.

.

.

Cross-domain attack via relativistic CE loss

Using mid-layer features of surrogate model

RN (random data normalization)
+ DA (domain-agnostic feature attention)

Generator

• Recent progress in generator-based transferable attacks (1/2)
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Introduction

• Recent progress in generator-based transferable attacks (2/2)

• Key insights and our hypothesis
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GAMA [NeurIPS’22]

FACL-Attack [AAAI’24]

CLIP model for multi-object scene attacks.

. FADR (domain-specific data randomization)
+ FACL (domain-agnostic feature contrast)

Identifying generalizable representations 
across diverse domains and models

Training a robust perturbation generator
that is both domain- and model-agnostic

“Foundation model guidance could lead to more effective attacks.”
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Motivation & Goal 

• A new comer: CLIP
– A vision-language foundation model with highly generalizable representations

§ In a joint vision-language space, a single text can represent various images from diverse domains.

§ The type of text prompt greatly affects the effectiveness.
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► Goal 1: Prompt-driven attack guidance ► Goal 2: Robust prompting via learning

Motivation 1

Motivation 2
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Proposed Method

• [Method 1] Prompt-driven attack guidance
– Leveraging prototypical text features, our prompt-driven contrastive loss ℒ!"#$ improves 

the robustness of the perturbation generator 𝐺%($) to diverse input images.
§ Our loss separately deals with feature spaces of surrogate model and CLIP model.

GAMA [NeurIPS’22] Ours

𝐺%($)
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Proposed Method

• [Method 2] Robust prompting via learning
– For effective prompt-driven feature guidance, we pre-train learnable context word vectors 

using ℒ&'()*+) to produce more generalizable text features [Zhou et al., 2022].
§ With the frozen CLIP model, we train only the learnable context word vectors of Prompter(!).
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Distribution-shifted Variants

Prompter(!) = [V!] [V"] ⋯ [V#] [ ! ] 

[Zhou et al., 2022] Learning to Prompt for Vision-Language Models, IJCV 2022
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Proposed Method

• Overall framework
– Two training phases (Phase 1 & Phase 2) and an inference phase (Phase 3)
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[Method 2] 
Robust prompting 

via learning

[Method 1] 
Prompt-driven 

attack guidance

Inference
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Experimental Results

9Prompt-Driven Contrastive Learning for Transferable Adversarial Attacks



Experimental Results

• Cross-domain attack transferability
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• Domain: ImageNet-1K (Source Domain) → CUB, CAR, AIR (Target Domain)
• Model: VGG-16 (Surrogate Model) → Various Models (Victim Models)
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• Cross-model attack transferability

Experimental Results
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• Domain : ImageNet-1K (Source Domain = Target Domain)
• Model : VGG-16 (Surrogate Model) → Various Models (Victim Models)
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Experimental Results

• Ablation study on our proposed losses
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• Our proposed ℒ!"#$ achieves SoTA even w/o prompt learning of ℒ%&'()*(.

Prompt-Driven Contrastive Learning for Transferable Adversarial Attacks



Experimental Results

• Effect of learnable context words
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• Prompt learning is more effective than engineering.
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Experimental Results

• Qualitative results of image classification

14
Mis-predicted label

GT class label

Clean image

Unbounded
adversarial image

Bounded (𝑙$ ≤ 10) 
adversarial image
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Conclusion

• PDCL-Attack demonstrates high attack transferability across unknown domains and 
model architectures, posing a critical threat to trustworthy AI.

• CLIP model guidance reinforced by prompt learning in a joint vision-language space 
significantly enhances the attack transferability.

• We hope our work inspires further research on training robust models to defend 
against adversaries equipped with emerging foundation models.
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