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Motivation

2

• Previous work has not fully exploited the information from the image modality, relying only on text matching.
 
• Efficient fine-tuning strategies for visual language models on out-of-distribution (OOD) detection have not 

been adequately explored in prior research.



Existing Methods
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Methods without OOD data

     Unimodal
OOD Detection

Training-Free: MSP,Maxlogit,ODIN,Energy

Training-Required: MOS,VOS,LogitNorm,DML

  Crossmodal
OOD Detection

Training-Free: MCM,GLMCM

Training-Required: ZOC,CLIPN,LoCoOp

 Adapting CLIP to downstream tasks

• Training-free: CALIP,Tip-Adapter

• Prompt-based:  CoOp,Dual-CoOp,VPT

• Adapter-based:  Clip-adapter,MaPLe,Tip-adapter(F)



Our Solution
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Compared to other methods that only textual prototypes, DPM introduces a visual prototype, combining 
the outputs from both modalities for a more comprehensive representation.



Our Solution
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• CLIP contains a significant amount of redundant information in its features. Many channels are irrelevant.

• We select the rigion visual feature that are most aligned with the textual features.

org:

ours:



Our Solution

Dual-pattern Matching (DPM) Training-free DPM-F

• Visual-pattern: accumulating the similarity of the 
image-text matching score of all ID data.

• Textual-pattern: text feature of all ID data.

• Matching the test feature with dual-pattern:
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Our Solution
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Training-required DPM-T

• Text-guided domain-specific feature

• Vision-guided domain-specific feature

• Matching the visual and textual pattern 

• Optimizing the learnable module



Main Results
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Main Results
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Ablation Study
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Different VM calculations

Different loss Different learnable module



Can DPM be applied to other OOD setting e.g.  few-shot OOD detection?•
• How to further improve the performance of DPM in OOD detection?

Future Work 

Main contributions

•

•

Conclusion
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We propose a novel method  DPM (Dual Pattern Matching) that effectively uses 
visual and textual modalities for efficient Out-of-Distribution (OOD) detection.

We propose a domain-specific features aggregation module to refine the CLIP 
visual feature for better alignment with the textual features.

• Our DPM-F and DPM-T exhibit state-of-the-art performance on OOD de-
tection benchmarks, demonstrating the superiority of our proposed approaches



Thank you !
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