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Problem Statement

Contributions

PIXART-Σ is capable of directly generating 
images at 4K resolution. it evolves from the 
ʻweakerʼ baseline to a ʻstrongerʼ model via 
incorporating higher quality data, a process we 
term “weak-to-strong training”.

• We collect a high-quality dataset superior to that 
used in PixArt-α, focusing on High-quality 
images and Dense and accurate captions.

• We introduce an Efficient Token Compression to 
effectively reduce training and inference time by 
~34% for high-resolution image generation.

• We propose Weak-to-Strong Training Strategy 
utilizing several fine-tuning techniques to rapidly 
adapt from a weak model to a strong model 
efficiently

Quantitative Experiments

We create a 30K PixEval dataset for High quality FID and CLIP-Score assessment

Appealing Generations

(a) Multiple elements we may change in development

(b) Weak-to-Strong Training Strategy 

Comparative illustration of hallucinations: Contrasting differences in hallucination occurrences between 
LLaVA and Share-Captioner, with red indicating hallucinations and green denoting correctness.

We compare the SOTAs with User preference and using 
GPT4v for image quality and instruct following ability.

Generalization Extensions

PixArt-DMD 1 step generation

Our Approach

Model architecture of PIXART-Σ. We merge KV tokens in spatial space in self-attention block to reduce the 
computation complexity, specially for high-resolution image generation.

GPV4 prompts for evaluation

Training Details

Timestep T need to be set to T=400 during 
training than T = 999 for better convergence


