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Proposed Method

Motivation

Code & pre-trained 
models are available 
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2. Comparison with ViT-based lightweight SR methods

• Previous ViT-based SR models require much more computational resources
• SA mechanism limits their capacity for capturing local details 

Experimental Results

Analysis

2. Effective receptive field visualizations

1. Effectiveness of the SMFA

1. Memory and running time comparisons on ×4 SR

• We develop an efficient SMFA module to extract representative features, where 
the EASA branch for exploring non-local information and the LDE branch for 
capturing local features.

• We present a lightweight PCFN to further refine the features derived from the 
SMFA  in spatial and channel dimensions.

3. Comparison of local attribution maps

(a) SwinIR-light (b) ELAN-light (c)HPINet-S (d) SMFANet+img078 from Urban100
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