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Identify the start and end timestamp in the video that correspond to the 
query sentence. The model is expected to:
Generalize to unseen video moments by learning fine-grained semantics in 
compositional concepts in the training data.

Background

Existing Work
• Only consider dominant verbs and 

nouns.
• Random sampling leads to implausible 

compositions.
• Irrational saliency responses to hard

negatives due to a lack of compositional
generalization.
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Proposed Method

• We introduce an LLM-driven approach that produces semantically plausible 
hard negative queries.

• We propose a coarse-to-fine saliency ranking strategy to capture hierarchical 
semantic differences and boost compositional generalizability.
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Proposed Method

• Part-of-speech tagging on queries to 
obtain five types of primitives

• Iteratively masking the primitives with
different ratios

• GPT-3.5-Turbo fills in the blanks

• Coarse-grained saliency ranking loss 
improves the discriminative capability of 
the video-text representation.

• Fine-grained saliency ranking loss 
discern the nuances between various 
primitive words and video moments.

• Hierarchical Hard Negatives Construction • Coarse-to-Fine Saliency Ranking
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Experimental Results

• Quantitative Comparison • Qualitative Analysis

State-of-the-art performance is achieved on 
Charades-CG dataset.
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