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Paper

•The major drawbacks of existing 2D-to-3D 
works include the loss of spatial information 
during data modality transformation and the 
substantial computational and data engineering 
costs associated with cross-modality knowledge 
distillation.

•Can we develop a general any-to-3D paradigm 
that empowers any-modality large models for 
efficient and effective point cloud understanding?

Motivation

•To enable a general any-to-3D transferring 
framework, we propose Any2Point, which 
empowers any-modality pre-trained large 
models (e.g., 2D vision, language, and audio) 
for efficient 3D understanding.

•  We introduce two techniques, i.e., 3D-to-any 
virtual projection and any-to-3D guided 
adapter, to effectively overcome the issues 
within current methods, such as 3D geometry 
loss and excessive resource cost.
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 Conclusion

Our extensive experiments across various 
tasks demonstrate the superior performance 
and efficiency of Any2Point compared to 
previous SOTA 3D pre-trained models, 
achieving remarkable results with only a 
fraction of the trainable parameters.


