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Evaluating the quality of images

• With reference:
• Some datasets (e.g., restoration) 

usually have a ground truth 
high-quality image

• PSNR, MSE, SSIM, LPIPS

• No reference:
• Some enhancement (like style 

transfer) or image generation, 
may not have a ground truth

• NIQE, MUSIQ, MANIQA

Input
Distance metric (i.e., a score)

Output

Ground-truth reference
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Evaluating the quality of images

• With reference:
• PSNR, MSE, SSIM, LPIPS

• No reference:
• NIQE, MUSIQ, MANIQA

• However, is a single score 
enough?

Image to assess Reference

IQA

Image to assess

IQA Quality 
scores



E.g., we all know noise is bad

MaskedDenoising
Chen et al., Masked Image Training for Generalizable Deep Image Denoising. CVPR 2023. 



But, which images looks more realistic?

We simply add grain 
to the left image.

Actually, noise is not always bad. Minor noise may improve realistic.
https://medium.com/photo-dojo/dont-fear-the-grain-263a37a64b87 

MUSIQ score ↑ 76.2 70.7

https://medium.com/photo-dojo/dont-fear-the-grain-263a37a64b87


Is quality score reasonable?
• A simple score cannot reflect multiple aspects: noise, color, 

blurriness, etc. 

“Image is noisy, but 
content is still visible”

“Image has color 
artifacts, and content 
is hard to recognize”

Image A Image BReference

By human By score



Humans do not use score, but
• Identify distortions
• Measure their impacts
• Draw conclusion

“Image is noisy, but 
content is still visible”

“Image has color 
artifacts, and content 
is hard to recognize”

Image A Image BReference

By human



Can we mimic human using LLM?
• Identify distortions
• Measure its impact
• Draw conclusion

“Image is noisy, but 
content is still visible”

“Image has color 
artifacts, and content 
is hard to recognize”

Image A Image BReference

By human

“Although Image A slightly outperforms Image B in terms of color
distortion and artifacts, it falls short in the aspect of noise. Despite this,
Image A still demonstrates a slight advantage over Image B in terms of
overall distortion. Regarding the degree of texture damage, both images
exhibit similar performance, with the water surface texture barely
recognizable. Therefore, despite Image A's inferior performance in noise,
its advantages in color distortion and artifacts contribute to its slight
superiority over Image B.”By our DepictQA



Our solution: DepictQA

•Our objectives:
• Mimics human IQA
• Can handle different inputs

Single image assessment + optional reference

Paired image comparison + optional reference



Task-1: quality description

• Human: assess image quality 
by identifying distortions & 
texture damages. 

• Input: a reference (optional) 
and a distorted image. 

• Task : describe distortions 
and texture damages, then 
comment on overall quality.



Task-2: quality comparison

• Human: reliable on comparing 2 images. (single-image quality 
rating is hard!)

• Input: a reference (optional) and 2 distorted images. 
• Task: determine which one is better.



Task-3: comparison reasoning

• Human: compare 2 images 
and sharing reasoning.

• Input: a reference (optional) 
and 2 distorted images. 

• Task: compare by identifying 
distortions and weighing the 
pros and cons.



Dataset creation, source 1: detailed data

Human Annotate

GPT-4 Generate

Human  Revise

• Human annotates for 
Task-1 & Task-3.

• Detailed & high-quality
• But small amount (5k)



Dataset creation, source 2: templated data
• Templated data for Task-2 (quality comparison).

• Which one is better: constructed from existing datasets
• Templated & brief
• But large amount (125k)

>
(is better than)



Model architecture
• Visual encoder: CLIP pre-trained ViT-L/14.
• Text tokenizer: SentencePiece tokenizer. 
• Token fusion: insert visual tokens into textual tokens. 
• LLM fine-tuning: LoRA.



Training with multi-source data
• Data 1: 115,646 brief templated data (quality 

comparison). 
• Effects: The abundant templated data principally bridge 

images and descriptive texts in quality-related tasks. 

• Data 2: 4,854 detailed data (quality description 
and comparison reasoning). 

• Effects: The limited yet high-quality data foster the model’s 
descriptive and reasoning skills. 

• Data 3: 48,734 external content description data 
(MS-COCO), unrelated to IQA.

• Effects: The IQA-unrelated content description data serve 
as regularization, given the limited text diversity of IQA data 
for an MLLM.



How training data helps

Templated data 1 (115,646): pre-trains 
the basic weights for IQA



How training data helps
Detailed data 2 (4,854): A small set of 
detailed descriptive data improves the 

descriptive and reasoning skill.



How training data helps

Non-IQA data 3 (48,734): regularizes 
the LLM to prevent repeated words 

and limited vocabulary



Results

Pair-wise comparison on BAPPS
Compare to score-based IQA

Detailed descriptive ability
Compare to multi-modal LLMs



Quality comparison results



Quality description results



Comparison reasoning results



Extension: no reference extension

With reference / no reference performance

Although gathered in a full-reference setting, our dataset can be 
used in non-reference applications.



Extension: distortion localization

“...The quality of lmage B is significantly 
superior to that of lmage A. lmage A 
noticeably falls short in two key factors, 
color distortion and artifacts...”

Back propagate 
these words to 
the image

Color distortion is here

(This part is still work-in-progress and may not always work)



More are coming!
• DepictQA-v2

• More comprehensive (3→8) task paradigm
• Much larger scale (10×) datasets
• More comprehensive (3×) distortions
• More efficient dataset construction with GPT-4V (v.s., 

DepictQA-v1 uses GPT-4)
• Support flexible image resolutions and confidence 

estimation
• From toy dataset (BAPPS in DepictQA-v1) to real-world 

images

You et. al., Descriptive Image Quality Assessment in the Wild. arXiv 2024.
https://depictqa.github.io

https://depictqa.github.io/


DepictQA-v2 assessing web-downloaded images

You et. al., Descriptive Image Quality Assessment in the Wild. arXiv 2024.
https://depictqa.github.io

https://depictqa.github.io/


Thanks


