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Background

• Task: The essence of infrared small target detection lies in 
pinpointing minuscule targets with a low signal-to-noise ratio 
amidst the intricacies of complex infrared imagery.

• Challenge: In comparison to natural image datasets, acquiring 
such data is inherently more challenging. While previous 
approaches have demonstrated promising results in certain 
straightforward scenarios, their efficacy is heavily contingent 
upon the particular design of the architecture and the 
magnitude of the training data. This dependency limits the 
applicability of these methods to more complex scenarios.



Motivation

With extensive research on deep models in the natural image 
domain and the proven effectiveness of transfer learning in 
mitigating generalization issues with limited training data for 
downstream tasks, a crucial question arises: Can a well-designed 
model pre-trained on a large-scale natural image dataset effectively 
kickstart the IRSTD task?
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Method

Although similar to edge extraction algorithms like the Sobel 
operator, which can attenuate edges, Perona-Malik diffusion 
operates on a different principle. The anisotropic Perona-Malik 
function promotes diffusion (smoothing) within smoother 
regions while suppressing it at the edges. As a result, the output 
of WPMD would be a smoother version of the input, preserving 
essential structural information while eliminating noise. 
Given a picture u, its corresponding PMD equation is given by
                                ,where diffusion coefficient                            



Method

Small infrared targets usually have limited visual features and are easily 
confounded with the background or similar targets. To improve the 
performance of infrared small target segmentation, it is necessary to 
consider both the global context information, which can help extract the 
overall semantics of the image and enhance the detection of small 
objects, as well as the local boundary information, which can help 
preserve the spatial details of small objects and improve the precision 
of segmentation boundaries. SAM adopts the ViT architecture, which 
excels at capturing long-term dependence and global information. The 
early layer of the ViT structure has been demonstrated to preserve more 
general image boundary details in previous works while the deep layer 
contains higherlevel semantics . To improve the performance of SAM 
in the IRSTD task, we devise the Granularity-Aware Decoder to fuse 
the multi-granularity features by feeding global semantic context and 
local fine-grained features to the decoder, GAD enjoys a richer multi-
view knowledge, as shown in Architecture of Network.
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