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Active Learning

unlabeled data

model

labeled data

train

oracle
(annotator)

query some labels

Goal: train an effective model with least labeling cost
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Open-Set Annotation
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 Active learning in open set scenarios presents a novel challenge of 
identifying the most valuable examples in an unlabeled data pool 
that comprises data from both known and unknown classes.

Known class: 
color images with border

Unknown class: 
gray-scale images without border

https://openaccess.thecvf.com/content/CVPR2022/papers/Ning_Active_Learning_for_Open-Set_Annotation_CVPR_2022_paper.pdf
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Motivation

Can we effectively distinguish the "informative" examples of 
known classes from examples of unknown classes? 

Bidirectional Uncertainty-Based Active Learning for Open-Set Annotation

 Traditional active learning methods prioritize selecting informative 
examples with low confidence, with the risk of mistakenly 
selecting unknown-class examples with similarly low confidence. 

 Recent open-set annotation methods favor the most probable 
known class examples, with the risk of picking simple already 
mastered examples.
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The Framework of BUAL
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 Three components
• Model training
• Example selection
• Oracle labeling

 Two core contributions
• Random label negative learning (RLNL)
• Bidirectional sampling strategy

BUAL: Bidirectional Uncertainty-based Active Learning framework 
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Random Label Negative Learning

Can we effectively distinguish the "informative" examples of 
known classes from examples of unknown classes? 

Bidirectional Uncertainty-Based Active Learning for Open-Set Annotation

Pushing unknown class examples toward regions with high-
confidence predictions.
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Random Label Negative Learning
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✓ We randomly assign labels to unlabeled examples in each 
training round and finetune the target model using the negative 
learning loss performed on them and already labeled examples.

We achieve this!!!
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Why RLNL works?

Bidirectional Uncertainty-Based Active Learning for Open-Set Annotation

✓ Once unlabeled known class examples receive the correct 
labels, they suffer a larger penalty and are reduced confidence 
predictions by the model since they deviate from the 
distribution information obtained from labeled data.

✓ In contrast, unlabeled unknown class examples will oscillate at 
uncharted away from the decision boundary to counteract the 
update gradient produced by the labeled data. 

Possible update scenario for unlabeled unknown class examples

green 
−→: 

gradient 
by the 

example 
itself

purple 
−→: 

gradient 
by 

labeled 
examples
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Bidirectional Sampling Strategy
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 Design Criteria

• The negative head is slightly biased for the measurement due to the 
unstable training. Thus, if an example is likelier to belong to known classes, 
we prefer to utilize the sample uncertainty obtained from positive head.

• Once an example has a higher risk of belonging to the unknown classes, 
the uncertainty obtained from positive head is unreliable, and thus the 
uncertainty produced by the negative head should be given a higher weight.

𝑟 represent the precision of known classes 𝑝𝐾+1
𝑎𝑢𝑥 is the probability on unknown class

We can expand the existing uncertainty-based active learning 
methods to complex and ever-changing open-set scenarios.
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Bidirectional Sampling Strategy
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Bidirectional Sampling Strategy
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Experiments
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Thanks!
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