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Image Synthesis using GANs

• Pros
• Fast inference
• High qualty
• Easy to edit

• Cons
• Hard to train
• Mode collapse



Related Works

• Discriminator based • Reconstruction based

Regulize Discriminator

Build Hard Samples Constrain Discriminator



Delve into the paradigm

• Gradient Perspective
• All gradient comes from D
• Training D first

• Makes D a natural dominant
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Delve into the paradigm

• Data Perspective
• Only D has access to data
• G only update according to D
• Gradient space more abstract

• G lacks of priors
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How to stablize training from the above perspectives?



Proposed Method—CLR-GAN

• To constrain the D using gradient from G
• Reconstruction Loss

• To make G has access to real data distribution
• Latent Consistency Loss 



Theoretical Analysis

• Training D with fixed G • Training G with fixed D

• Reduce the gradient
• Alleviate gradient explosion

• Enhance the gradient
• Alleviate gradient vanish



Experimental & Visualization Results
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