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Summary

• We study the importance of the activation function in balanced and imbalanced classification problems;

• In balanced classification the Sigmoid or Softmax activations are used primarily, however, in imbalanced 
classification these activations impede rare class learning and other activations are used like Balanced 
Softmax [1] or Gumbel activation [2] .

• We propose the novel Adaptive Parametric Activation (APA) function that unifies most common activation 
functions under a single formula;

• We have validated the efficacy of APA in both long-tailed, and balanced benchmarks surpassing the state of 
the art;

Idea

Balanced Imbalanced

[1] Ren et. al. ‘Balanced Meta-Softmax for Long-Tailed Visual Recognition’ in NeurIPS2020
[2] Alexandridis et. al. ‘Gumbel Optimised Loss for long-tailed instance Segmentation’ in ECCV2022 



Background (1)
The class imbalance affects the activations of the neural network:

1) learned logit distributions under imbalanced (top) and balanced training (bottom)



Background (2)

2)    Intermediate activations and channel attention signals

The class imbalance affects the channel attention signals of the neural network:



Adaptive Parametric Activation (APA)

• Adaptive Parametric Activation (APA) 
replaces the Sigmoid layer and the 
RELU layer with a learnable activation 
function. 

Formula:
APA behaviour

AGLU derivatives

Eq.1:

Eq.2:



Results (1)
• APA can be used in both long-tailed classification and long-tailed instance segmentation tasks.



Results (2)

• APA is better than previous activations and can be combined with other attention types in ImageNet-LT:

• APA generalizes in balanced classification and detection tasks:



Qualitative results
• APA increases the variance (a) and the entropy (b) of the attention signal, allowing the model to 

correctly classify the rare classes.
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