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Supervised Learning’s Bread And Butter

Today we will consider the traditional supervised learning setup:

Training Samples
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Deep Neural Network (DNN)
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Supervised Learning’s Bread And Butter

In particular, we will focus on instances when a DNN 𝑓! is trained by 
minimizing the empirical mean loss ℓ ⋅ over the training set:

This is what is referred to as Empirical Risk Minimization (ERM).
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The Risks of Empirical Risk Minimization

Even when ERM leads to high performance on average, this can change when 
we look at specific groups:

Example and slide adapted from Liu et al., “Just Train Twice: Improving Group Robustness without Training Group Information” (2021)

https://www.youtube.com/watch?v=hzrfsbM1I48&ab_channel=EvanLiu
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The Risks of Empirical Risk Minimization

Even when ERM leads to high performance on average, this can change when 
we look at specific groups:

Example and slide adapted from Liu et al., “Just Train Twice: Improving Group Robustness without Training Group Information” (2021)

We are therefore interested in maximizing the Worst Group Accuracy (WGA):

https://www.youtube.com/watch?v=hzrfsbM1I48&ab_channel=EvanLiu
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Bias Mitigation

There is a plethora of bias mitigation methods

These can be:
1. Group supervised: we assume group labels during training

2. Group Unsupervised: we do not assume group labels during training*



*The Reality of Unsupervised Methods

In practice, unsupervised bias mitigation methods need group labels during 
model selection to avoid selecting a biased model:



*The Reality of Unsupervised Methods

In practice, unsupervised bias mitigation methods need group labels during 
model selection to avoid selecting a biased model:

Selected model if validation group labels are unavailable

ERM 
Baseline

The selected hyperparameters lead to a model no better than an ERM model!



Our Work

How can we design a bias mitigation method that does not 
require group labels for either training or model selection?



Circumventing Privileged Information: Insights



Insight #1 (Nam et al. and Liu et al.): Samples with spurious correlations are 
learnt before samples without the spurious correlation
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Insight #1 (Nam et al. and Liu et al.): Samples with spurious correlations are 
learnt before samples without the spurious correlation

Previous works [1, 2] exploit this by looking at a pre-determined ”time slice”

Circumventing Privileged Information: Insights

[1] Nam et al. "Learning from failure: De-biasing classifier from biased classifier." NeurIPS 2020. 
[2] Liu et al. "Just train twice: Improving group robustness without training group information." ICML, 2021.



Circumventing Privileged Information: Insights

Insight #2: Training loss histories are very informative signals



Circumventing Privileged Information: Insights

Insight #2: Training loss histories are very informative signals

Clustering samples based on their training histories produces a data subset 
with a higher proportion of samples without the spurious correlation!
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Targeted Augmentations for Bias Mitigation

We propose Targeted Augmentations for Bias mitigation (TAB), a new 
hyperparameter-free group-unsupervised bias mitigation pipeline:

Our approach exploits the training history of an identification model to 
generate a group-balanced dataset from which a robust model can be trained



Targeted Augmentations for Bias Mitigation

TAB first trains an ERM model while keeping track of the loss across all 
training samples and epochs:

The loss during training provides valuable insights into which concepts are 
present or missing in a sample.

𝒉! ≔ ℓ 𝑓& ! 𝒙! , 𝑦! , ℓ 𝑓& " 𝒙! , 𝑦! , ⋯ , ℓ 𝑓& # 𝒙! , 𝑦!
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Keep track of each sample's train
loss throughout every epoch 

Train Identifier Helper Model1



Targeted Augmentations for Bias Mitigation

We then identify error groups by clustering the loss history embedding space 
for each class label:

𝑔! ≔ 𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝐿𝑎𝑏𝑒𝑙 𝒉!, 2−𝑀𝑒𝑎𝑛𝑠 𝐻) for all 𝐡𝐢 ∈ 𝐻)
where 𝐻): = ℎ+ | 𝑦+ = 𝑙 is the set of history embeddings for samples in class 𝑙

Cluster History Embeddings

Split each class into two by clustering
samples based on their loss histories
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Targeted Augmentations for Bias Mitigation

Next, we generate a group-balanced training set by upsampling each minority 
cluster to match the size of the majority cluster.

We do so by randomly upsampling elements from the minority cluster .

Generate Group-Balanced Set

Rebalance clusters by upsampling data
points from the smaller cluster

Group
Upsample
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Targeted Augmentations for Bias Mitigation

Finally, we train a robust model using ERM on this group-balanced dataset:

Train Robust Model4

Train a model from scratch with the
newly augmented dataset



Targeted Augmentations for Bias Mitigation

So how does TAB perform in practice?



Key Results TL;DR

TAB achieves better worst-group accuracies than competing approaches while 
maintaining a competitive mean accuracy compared to ERM models
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