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Background

Source: https://www.uploadvr.com/quest-3-body-tracking/

Presenter Notes
Presentation Notes
Real-time human motion reconstruction plays a crucial role in a wide range of VR and AR applications, spanning entertainment, simulation, training, sports, and education. As the interest in collaborative experiences within the Metaverse and social applications continues to rise, there is an ever-growing demand for avatars that accurately represent individual users.



Limitations of existing methods

1. Assume a limited indoor motion space. However, 
portable inside-out tracking allows unrestricted movement.

2. Assume the tracking signals are always available. 
However, hands can move out of the field of view.

3. Assume an average body shape for all users. However, 
human body diversity is critical in VR/AR.

Presenter Notes
Presentation Notes
However, previous methods on full-body pose estimation given the sparse inputs over-rely on the nature of their training data, specifically the continuous motions recorded in outside-in tracking setups. 

Initially, existing methods were developed under the assumption of limited indoor motion capabilities. Nevertheless, the increasing popularity of portable inside-out tracking systems is enabling unrestricted movement in various environments.

Moreover, these methods frequently relied on the assumption of constant hand tracking signal availability. However, it's important to acknowledge that hands can sometimes move beyond the tracking field of view.

Additionally, they predominantly concentrated on a singular average body shape, disregarding the significant diversity of human body shapes, which is especially crucial in VR/AR applications.

These assumptions do not hold when it comes it real-world MR applications where continuous hand tracking and stationary motion capture device are not available.



EgoPoser

Presenter Notes
Presentation Notes
To overcome these limitations, we proposed EgoPoser, that overcomes the reliance of previous pose-estimation methods on global position, outside-in tracking, and uninterrupted availability of tracking information, while simultaneously adapting motions to the user's body dimensions



Method

Presenter Notes
Presentation Notes
Our proposed Global-In-Local strategy enables us to decompose global motion from input tracking signals, making the model robust to different user positions. We sample these signals at different rates, capturing both dense nearest information and sparse but longer information. The resulting preprocessed signals are then fused by the SlowFast Fusion module and fed into a Transformer Encoder. The Multi-Head Motion Decoder outputs parameters for global localization, local body pose, and body size prediction.



Robustness to the offset to the origin

Presenter Notes
Presentation Notes
We conducted performance tests on various methods to evaluate their robustness concerning deviations from the origin point. Our findings indicate that recent state-of-the-art techniques, namely AvatarPoser, AGRoL, and AvatarJLM, exhibit significantly diminished performance as the character moves further away from the origin. However, thanks to our innovative Global-in-Local decomposition method, we have achieved a remarkable level of robustness, regardless of the character's position.



Robustness to the offset to the origin
AvatarPoser

EgoPoser (Ours)

Ground Truth

Offset=0m Offset=2m Offset=10m Offset=50m

Presenter Notes
Presentation Notes
Here are the visual examples. We have chosen AvatarPoser as an example to highlight the issue with global input representation. When the character is positioned near the origin, the predicted results are impressive. However, as the offset from the origin increases, its performance deteriorates. In contrast, our method consistently demonstrates robust performance across varying offsets.



Results on HPS dataset

Presenter Notes
Presentation Notes
We conducted a comprehensive evaluation of our method by comparing it with state-of-the-art approaches on the extensive HPS dataset, all of which were trained using the same data from the AMASS dataset. Our method consistently outperforms the competition across all metrics and in various scenarios.



Comparisons to SOTAs on HPS dataset

AvatarPoser (ECCV’22) AGRoL (CVPR’23) AvatarJLM (ICCV’23)

EgoPoser (Ours) Ground Truth

Presenter Notes
Presentation Notes
Here are the visual results. While prior state-of-the-art methods are sensitive to the character's position and can not work when the position is far away from the origin, our approach demonstrates robustness and a significantly improved performance.



Realistic FoV modelling

Full Visibility Random Masking

Ours Ground Truth

Presenter Notes
Presentation Notes
Additionally, we conducted an evaluation of our proposed realistic field-of-view modeling strategy. In this evaluation, hands are colored pink when they extend beyond the field of view. It is evident that the model trained with full hand visibility exhibits the poorest performance. Previous methods attempted to enhance performance by employing a random masking strategy, but this approach still resulted in abrupt motion changes when hands moved outside the field of view. Conversely, our proposed method demonstrates superior performance and remains robust even in the absence of tracking signals.



Test on a real VR headset (Meta Quest 2)

EgoPoser (Ours)AvatarPoser

Presenter Notes
Presentation Notes
To assess the robustness of our method on real-world data, we executed our algorithm on streaming data from Meta Quest 2. We compare our method with AvatarPoser, which is also a lightweight model that supports real-time VR applications. We test the performance on different users with different genders and body shapes. 

As shown in the video, EgoPoser has better foot contact prediction than AvatarPoser because of the accurate output size representation. Our method also produces much smoother results due to our systematic design

Thanks watching our video.
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