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Motivation

· The depth supervision obtained from LiDAR points is usually distributed on the surface of the object, 

which is not so friendly to existing DETR-based 3D detectors due to the lack of the depth of 3D object 

center

· For distant objects, fine-grained depth estimation of the whole object is more challenging

· We argue that the object-wise depth (or 3D center of the object) is essential for accurate detection



Contribution

· We propose a new multi-view 3D object detector named OPEN, which utilizes the 3D object-wise depth 

representation to achieve better detection performance

· We introduce the object-wise position embedding to effectively inject object-wise depth information 

into the transformer decoder, leading to 3D object-aware features

· The proposed OPEN outperforms previous state-of-the-art methods on the nuScenes dataset



Method

OPEN consists of the pixel-wise depth encoder (PDE), the object-wise depth encoder (ODE), and object-

wise position embedding (OPE)

· PDE utilizes a DepthNet to predict the pixel-wise depth map supervised by projected LiDAR points

· ODE predicts the object-wise depth, supervised by the center of projected 3D bounding boxes

· OPE is used to convert the multi-view image features to object-wise 3D features



ODE

ODE predicts the object-wise depth based on pixel-wise depth information and streaming temporal 

fusion strategy in 3D camera space



OPE

· For ray-aware position embedding, the uncertainty depth estimation without depth supervision makes 

it difficult to generate accurate 3D-aware features

· For point-aware position embedding, although it adopts projected LiDAR points to supervise the pixel-

wise depth prediction and encodes 3D points for position embedding to improve performance, it 

ignores the importance of object-wise depth for DETR-based 3D object detectors, leading to sub-

optimal performance



OPE

Given the object-wise depth and corresponding object center predicted by ODE on the image, OPE 

converts in the pixel coordinate to the 3D object center in the LiDAR coordinate.  Finally, OPE adopts a 

multi-layer perceptron to generate the object-wise position embedding.



DFL

· DFL aims to further encourage OPEN to pay more attention to the object center

predicted 3D object center:                                predicted classification probability: 

ground truth 3D object center:                           binary target class label: 

Total loss consists of depth-aware focal loss, 3D bounding box regression loss, pixel-wise depth 

prediction loss, and object-wise depth prediction loss.



Results

 Comparison of other methods on the nuScenes validation set. OPEN achieves SOTA performance with 

ResNet 50 and ResNet 101 backbone.



Results

 Comparison of other methods on the nuScenes test set. OPEN achieves SOTA performance with V2-99 

backbone



Ablation Studies

· pixel-wise depth supervision can not significantly boost detection performance

· encoding object-wise depth information into the network is effective

· paying more attention to the 3D object center information can significantly reduce the mean 

translation error



Visualization

Compared with the ray-aware position embedding (a) and the point-aware position embedding (b), our 

OPEN can generate better attention weight maps for some hard-detected objects, which are highlighted 

by red circles. 
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