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LOCALIZED INSTRUCTION GENERATION

► Generate temporally localized instruction sequence in the procedural video.
◆ Predicting temporal boundaries of each step.
◆Generating detailed textual descriptions of each step.

Goal
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LOCALIZED INSTRUCTION GENERATION

►Prior pre-training approaches [1] 
utilize raw and noisy ASR text as 
pseudo labels, requiring large pre-
training datasets.

Challenges
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1. Vid2Seq: Large-Scale Pretraining of a Visual Language Model for Dense Video Captioning.



LOCALIZED INSTRUCTION GENERATION

►Prior pre-training approaches [1] 
utilize raw and noisy ASR text as 
pseudo labels, requiring large pre-
training datasets.

►Stylistic differences between ASR 
text and human written instructions 
introduce a domain gap.

►Lack of ASR text at test time e.g. 
Tasty

Challenges
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Style 
Difference



LOCALIZED INSTRUCTION GENERATION

►A new framework Sieve & Swap to 
remove the irrelevant ASR segments 
and bridge the stylistic domain gap.
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LOCALIZED INSTRUCTION GENERATION

►A new framework Sieve & Swap to 
remove the irrelevant ASR segments 
and bridge the stylistic domain gap.

►Improved Procedure Transformer 
(ProcX) to focus on video modality, 
achieving SoTA on YouCook2.

Contributions
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Sieve Raw Datasets
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Sieve Raw Datasets

Recipe Steps



Overview ResultsApproach Conclusion

Sieve Raw Datasets

Recipe Steps



Overview ResultsApproach Conclusion

Sieve & Swap – ASR Segments
ASR Segments
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State-of-the-Art Comparison
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Vid2seq: Large-scale pretraining of a visual language model for dense video captioning. CVPR 2023
PDVC: End-to-end dense video captioning with parallel decoding. ICCV 2021
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Conclusion
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• Simple Embedding similarity-based approach can remove the 
irrelevant ASR text.
• Bridging language stylistic difference plays a significant role.
• Reduce the noise in pre-training dataset and still achieve competitive 

results.


