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Problem Setting:
Vision-Language Navigation
Follower

➢ Input

• Current panoramic view and position

• Instruction

• Navigable views

➢Output

• Select an action view from navigable views

Speaker (Our Focus)

➢ Input

• Panoramic views, positions, and action 
views of each step along a trajectory

➢Output

• Navigation instruction



Motivation

Enhancing Executability and Controllability of Instruction Generation Models

➢ Executability

• High linguistic quality

• Clear guidance at navigational junctions

➢ Controllability

• Style Control: Whether the instruction recipient is acquainted with the environment → level of 
abstraction

• Content Control: What type of landmarks the instruction follower focuses on

➢ Existing Methods: No Controllability

• One model instance, one single style

• Cannot specify landmarks



Solution

Controllable Navigation Instructor (C-Instructor)

➢ Adapter Structure

• Incorporate path information into LLM

➢ Chain-of-Thought with Landmarks Mechanism

• Better Executability: Identifying crucial landmarks 
before generating full instructions

• Provide Content Controllability: Modifying landmarks

➢ Spatial Topology Modeling Task

• Better Executability: Incorporating spatial connectivity 
prediction to help understand environment layout

➢ Style-Mixed Training Policy

• Generate instructions in various styles within a single 
model instance

• Provide Style Controllability: Prompts as differentiation



Overall Framework

Trajectory Encoder (Left)

• Encode each sub-view with CLIP visual encoder

• Add spatial and temporal PE, add action PE

• Aggregate global visual feature of each 
panoramic observations using ViT blocks

LLM Adapter (Right)

• Add adapter queries of each layer with global 
visual feature, then do linear projection

• Conduct zero-initialized attention with 
language feature to inject trajectory information



Chain of Thought with Landmarks

Landmark Selection

• Linguistic Landmarks: nouns in annotated 
instructions

• Visual Landmarks: selected according to spatial 
and temporal importance

CoT Training and Inference

• Step 1: Identify landmarks

• Step 2: Generate full instruction



Spatial Topology Modeling Task

Enhancing Spatial Perception Capability

• LLMs and visual encoders are typically trained 
on Internet data with few embodied-type data

• Understanding spatial relationships is essential 
for guiding agents

• Predict how to return to the previous viewpoint
• Can be done on a random trajectory without 

instruction annotation

• Introduce a special token for action prediction

• Inject view information through cross attention



Comparison in Text Similarity Metrics

Assessing the Similarity between Generated Instructions and Human Annotations

➢ 4 datasets with different linguistic styles

• 3 indoor datasets, 1 outdoor dataset

➢ SOTA performance



Diagnostic Experiments

Comparing the Full Model with Several Ablative Designs

➢ Vanilla LLM

• Caption (BLIP) then generate (LLaMA), with fine-tuning

➢ Baseline with our basic structure to inject path information

➢ Baseline + proposed modules



Instruction Quality Analysis

Assessing the Semantic Alignment between Instructions and Trajectories

➢ Path Guiding Proficiency

• Regenerate instructions on validation splits to guide followers

➢Data Augmentation

• Generate instructions on new trajectories sampled from training scenes as additional training data

➢User Study

• Ask volunteers to rate the semantic alignment between instructions and trajectories



Qualitative Results

Demonstrating the Controllability of C-Instructor



Summary

Controllable Navigation Instructor (C-Instructor)

➢ Controllability

• Style

• Content (Landmark)

➢High Linguistic Quality

➢ Key Contributions

• Adapter Structure

• Chain-of-Thought with Landmarks Mechanism

• Spatial Topology Modeling Task

• Style-Mixed Training Policy

➢ Experiments

• Text Similarity Metrics

• Follower Experiments

• User Study
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