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Why we need robust multimodal fusion?

Why we focus modality-agnostic fusion?

1. Fusing arbitrary modalities is vital yet remains less explored.

2. RGB sensors sturggle in certain circumstances.

Methodology Results

Centering the value of every modality:

1. Discern robust and fragile 
modalities;

2. Incorporate the most robust 
and fragile ones to learn a 
resilient multimodal 
framework.

Arbitrary-modal Selection Module (ASM)
1. Cross-modal Semantic Similarity Ranking 

adeptly discern the robust modalities from the 
fragile ones at the feature level.

2. Cross-modal Semantic Consistency Training
impose semantic consistency training
between the remaining features, since the 
captured semantics of a scene are identical 
across modalities.

RGB Depth Lidar Event

Multi-modal Sensing @ Condition: Fog + Underexposure

Ground Truth
Each sensor delivers its distinct advantages in certain conditions.

Nature has elucidated that miscellaneous sense 
and processing capabilities of visual information 
are vital for the understanding of the 
sophisticated environment

Overall Framework Multi-modal data @ Conditions: Sun + Underexposure

RGB Depth Lidar Event GT

CMNeXt CMNeXtMAGIC MAGIC
Validation with input D & E Validation with input D & L

Validation with arbitrary-modal inputs.

Visualization of both semantic and salient features.
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