
Introduction

§ Despite the success of CLIP transfer learning for zero-shot 
semantic segmentation (ZS3), challenges remain in closely 
aligning text embeddings with pixel embeddings.

§ To address this issue, we propose OTSeg, a multimodal attention 
mechanism aimed at enhancing the effectiveness of matching 
multiple text prompts with corresponding pixel embeddings.

§ Specifically, we propose Multi-Prompt Sinkhorn (MPS) based on 
the Optimal Transport, and along with its extension, Multi-
Prompts Sinkhorn Attention (MPSA) which effectively replaces 
cross-attention mechanisms within Transformer. 
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Figure 1. Overview of OTSeg for zero-shot semantic segmentation

• We introduce OTSeg, a novel multimodal matching framework for ZS3.

• Our proposed component MPS and  MPSA can propose the way for new 
directions for future researches in multimodal alignment and zero-shot 
learning requiring multi-conceptual semantic understandings of vision.

• MPS can be extended into the cross-attention mechanism, referred as MPSA and integrated as 
a plugin module in each decoder layer.
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Comparison with Other Methods

Conclusion

• OTSeg+ achieves state-of-the-art performance across 3 benchmarks.

• OTSeg+ demonstrates efficiency in both computational cost and 
attention mechanisms by providing diversely dispersed score maps.
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VERSIONE POSITIVA

• OTSeg+ ensembles  (a) MPS path output and (b) Decoder path output to yield final prediction.


