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Motivation
1

Larger CLIPs are powerful but are not efficient. Fine-tuning smaller CLIPs is too expensive.



Existing approaches 
2

Prompt Learning is an efficient solution, but the best performing SOTA techniques require ground truth labels.
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KDPL can be integrated with any existing prompt learning technique and eliminates the need for labels!

Knowledge Distillation for Prompt Learning (KDPL)

Note that the teacher is frozen and only needed at training time! 
Furthermore, distilling at logit level makes KDPL completely architecture independent!



Cross Domain Evaluation
Train 16-shots on ImageNet and evaluate on ImageNet -V2/-Sketch/-A/-R.
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Cross Dataset Evaluation
Train 16 shots on ImageNet and evaluate on 10 different benchmark datasets.
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Class-Agnostic Approach: KDPL-CA
6

What can we do when we know neither the labels nor the training class names?

See section 3.3 of the paper for more details on the Online concepts selection strategy. 



KDPL-CA improves zero-shot generalization
Train 16 shots on ImageNet and evaluate on 10 different benchmark datasets.
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Thank you for your attention!
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