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Motivation:

Ø The scarcity of old data can create an imbalance between the 
number of new and old tasks, disrupting the retention of knowledge 
from the old tasks during the learning process of new tasks.

Ø During the continual learning process, each time old task data is 
sampled, some unsampled data is discarded, which introduces bias 
into the model's estimation of the old task distribution.

Methods:

Ø During the update process for new tasks, we introduced a constraint 
in the learning of buffered data. This constraint encourages the 
model to learn task-agnostic features associated with old tasks, 
effectively preventing interference from new tasks.

Ø After completing the learning of previous tasks, this module models 
the information of unsampled data, which cannot be directly trained. 
Our method decouples the features of unsampled data from those 
of sampled data, enabling the model to leverage the relationship 
between the two data types to estimate the surrogate influence of 
unsampled data.

Information Bottleneck Task Against Constraints:
Ø This module aims to maximize the mutual information between the 

sampled data features z! and the buffered dataset 𝑥! to effectively 
compress information. Furthermore, 𝑧! must accurately predict the 
labels 𝑦"#$ to ensure class distinction, with a weighted parameter 𝛼
balancing contributions in the objective function.

Information Bottleneck Unsampled Data Surrogate:
Ø This module aims to model information from unsampled data. The

method decouples features of unsampled data 𝑥% from those of 
sampled data 𝑥! after completing the learning of prior tasks. By 
optimizing this formula, we get the surrogate expression of the 
unsampled data 𝑧%.

Results:
Ø Our method, as a plug-and-play module, can enhance the 

performance of existing replay-based continual learning 
approaches..   
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